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Abstract

We present high definition imaging for targets behind waild anclosed structures based on con-
strained minimization RF multi-sensor processing. Minimuvariance distortionless response (MVDR)
beamforning is used on both sensor-frequency raw data ratlans and spatial spectrum data, which is
obtained by the Fourier transform of the delay and sum bean#foimage. We compare both methods
for near-field and far-field scenes. The paper considersdasths of known and unknown wall parameters
and uses manifold constraints to allow target localizatiohigh-definition imaging in the presence of
wall errors. Also, through analyses and simulations, wevshaw to effectively use the spatial spectrum
to improve covariance matrix estimation, and subsequemthance image quality in the sense of lower

sidelobes.

Index Terms

High resolution radar imaging, MVDR, Through-the-wall amdCapon Method, Delay-and-sum

beamforming

. INTRODUCTION

Radio frequency (RF) sensing is the technology of choicehmugh-the-wall applications
as it provides vision into otherwise obscured areas [1]-R4dio frequencies can penetrate
through nonmetallic walls and, more importantly, unlikéneat technologies, RF solutions can

be provided at long stand-off distances from the externdiswahrough-the-wall radar imaging
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(TWRI) can be realized by transmitting and receiving widebaignals at multiple locations
[8]. The target location can be estimated by using widebaidydand-sum (DS) beamforming,
where a set of delays are applied to align all signal retuorsesponding to a hypothesized
target location. These returns are then summed and pracbgse matched filter to produce an
image intensity value at each location. DS beamforming witbwledge of wall characteristics
has been extensively examined for TWRI applications [1], [£0].

In order to deliver high quality imaging for targets behindlls and in enclosed structures,
very large signal bandwidth and array aperture must be ussgectively, to provide high res-
olutions in down-range and cross-range. Operation lagstnd covertness, frequency spectrum
management, and system constraints may not permit thesgemmgnts to be satisfied. High-
definition adaptive schemes can, however, be applied tocowes the limitations of Fourier-
based imaging. These schemes not only provide high imagsglution, but also offer good
interference suppression capabilities [11]. Both prapsrstem from adopting data-dependent
radar imaging methods, which are faced with the challengestimating the covariance matrix
from only a single snapshot. In this regard, multiple viltsmapshots need to be formed from
a single data observation by interpolation of the raw data eaectangular grid [12] or through
sub-band processing [13], [14]. An alternative to the datarpolation approach for covariance
matrix estimation is to use the 2D spectrum of the image thaenerated by a low-resolution
image formation algorithm, such as DS beamforming [11]].[15

In this paper, we use minimum variance distortionless nespdMVDR) beamforming with a
frequency step implementation of a wideband pulse to pekidh definition imaging of indoor
targets. By high-definition, a high quality image in the seo§lower sidelobes and interference
suppression is implied. We apply MVDR beamforming to botl thw frequency-sensor data
approach and the beamspace approach. The former is knovwesutt in biased target locations
when the scene of interest is located in the near field of theyaGince near field operations
are likely to be encountered in urban sensing, estimatiagctivariance matrix from the spatial
spectrum associated with DS beamforming is considered sutable for TWRI applications.
We show, however, that when using beamspace processinghonéd only consider the region
in the spatial spectrum which corresponds to the targegrailse virtual snapshots obtained by
subarray and subband vectors will not properly corresponthé array manifolds, leading to

target image dispersion. Note that the magnitude of thestapatial spectrum follows a ‘sinc’



YOON ET AL: MVDR BEAMFORMING FOR THROUGH-THE-WALL RADAR IMAGING 3

function behavior, rendering non-constant magnitudesefdlements in the virtual snapshots.
It is shown that these fluctuations tend to smooth out due eoatleraging process during the
covariance matrix estimation. In essence, the target bigitidhw the spatial frequency domain is
determined by the target extent in the DS image, which in ti&pends on three factors, namely,
the radar system resolution, image pixel size, and theitmtaf the beam relative to the antenna
array. All of these parameters should be known in advanceeQ@ine target is imaged by the
DS beamformer, the corresponding spectrum region can liyetetermined.

In the case where the wall characteristics are unknown aiget image from MVDR beam-
forming can both shift in position and blur in intensity. Afiicusing techniques have been
proposed in the context of DS beamforming to overcome thé iwgdairing effects [16], [17],
wherein the effect of wall ambiguities on the target spread mmtensity profile is examined,
aiming to focus the image. As a secondary effect, the autisiag techniques also correct
for shifts in the locations of the imaged targets. An alteen@chnique that provides correct
locations of stationary targets without the knowledge ofl warameters was proposed in [18].
This technique is also based on DS beamforming, but utilthesdisplacement, rather than
blurriness, of the imaged targets. It requires the use of @blgeviewing operation, where
the imaging system is deployed at two different locationkisTapproach corrects for wall
ambiguities by constructing a trajectory of the imagedeaigcations, using different assumed
wall characteristics. Different positions of the imagingt®m generate different trajectories that
intersect at the true target location.

In this paper, we consider high definition imaging with knoamd unknown walls. For the
latter, we analyze the bias in imaged target location due @b &rrors beyond that which is
discussed in reference [18]. These analyses are then usmth$truct additional constraints on
the MVDR beamformer so as to provide unbiased target locatwhen imaging with different
system views.

The paper is organized as follows. In Section IlI, througéntiall radar (TWR) is briefly
discussed. In Section lll, high-definition radar imaging thre presence of known walls is
presented. Section IV and V explain both the raw data appread the beamspace approach
using exact wall parameters, followed by Section VI whicloves the processing results of
both simulated data and real data measurements. In Sectlpnh¥ effect of wall parameter

errors on TWRI is analyzed, and a high definition target lliaeéibn approach in the presence
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of unknown walls using two array positions and constrainedlN® beamforming is proposed.
In Section VIII, a proof of concept for unknown wall paramstés provided using simulated

data. Section IX contains concluding remarks.

II. THROUGH-THE-WALL RADAR
A. Sgnal Model

We consider wideband radar imaging based on monostaticogédlection schemes. A single
antenna transmits and receives a wideband signal, withedkesange resolution, at one location,
then moves to the next location to repeat the transmitiegaiocess until it exhausts all loca-
tions, defining the synthesized array aperture. The widdlamal is generated using a stepped-
frequency approach in which the transmitter sweeps thralghallocated signal bandwidth via
a series of narrowband signals of uniformly spaced cengguencies. LefV; be the number of
narrowband signals and¥, be the number of antenna locations for data collection. Feceme
consisting of P point targets, the received signal at thth antenna location corresponding to

the narrowband transmit waveform of frequengyis given by [15],

P—-1
2(k, 1) =Y opexp{—j2nfim,} 1)
p=0

wherek =0,...,N;—1,1=0,...,N, — 1, 0, is the complex reflection coefficient of theth
target,7; , is the two-way traveling time from theth antenna location to theth target, and

R L @

where f; is the lowest frequency in the desired frequency band Aaridis the frequency step
size. In the absence of a wall, the traveling time of the diggdetermined by the line-of-sight
distance between the antenna and the target. In this ¢gsks, given by,

Tip = g\/(xp - xl)Q + (yp - yl)Qa (3)

C

wherec is the speed of light in free-spacg,, y,) is the location of the-th target andz;, y;)
is the-th antenna location.

For through-the-wall radar, the signal undergoes attémuatispersion, refraction, and a
change in speed as it propagates through the wall. As a rébaltpath emanating from the

antenna and reaching the target is no longer line-of-sightuming a homogenous wall of
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thicknessd and dielectric constan, the two-way propagation time , from thel-th antenna to

the p-th target, ignoring the multiple reflections within the \yaé given by [19] (See Fig. 1),

Insert Figure 1 here

2 2 2

The c c c “)
where
gl:c(l)l—sld ggzé, ggzcg—:(b, Vesin @ = sin ¢, (5)
with
(a — hytan @) + (hy + d)* = g5 + g5 — 29293 cos(m + 0 — ). (6)

The variablesi, h,, anda are defined in Fig. 1, and are functions of the antenna andttarg
locations. The variableg8 and ¢ represent the angles of incidence and refraction, reygcti
Note that the above equation is most applicable to the cas®mbgeneous wall in which the
signal propagates at a constant speed. It is further notgdritthe signal model of eq. (1), the
wall reflections, resulting from a mismatch in the materiaperties at the air-wall-air interface,
are assumed to have been mitigated using effective walimreamoval techniques such as those
recently proposed in [17], [20], [21].

B. Delay-and-Sum Beamforming

An image of the scene can be obtained by using wideband @@ldysum beamforming, where
a set of delays are applied to align all signal returns cpomrding to a presumed target location
[1]. The complex image valuB(x,y) at pixel (x,y) is obtained by weighting and summing the
delayed signals,

Blz,y) = Nlea ; ; w(k, 1)2(k, 1) exp{j2m fi7, 0.0} (7)

Here,w(k, 1) is the weighting function and, . ,) is the two-way propagation time of the signal
from the-th antenna to the beamforming poifat, ).
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[1l. HIGH-DEFINITION THROUGHTHE-WALL RADAR IMAGING

High-definition, here, implies high-quality imagery in tlsense of low sidelobes and in-
terference suppression with resolution dictated by the sizthe synthesized array aperture.
In applying these methods for imaging through walls, theadatvariance matrix must first
be estimated [22], [23]. Estimation of the covariance maiperformed in many applications
through time-averaging where data snapshots are collegtacan observation period. In most of
the radar applications, however, only a single snapshatssiple, and as such, data preprocessing
to reduce the estimation variance becomes necessary. |nafid8 [14], multiple snapshots
are obtained by sub-array and sub-band processing of tlee dhe data is first partitioned
into multiple overlapping subsets. Delay-and-sum beaméal images, obtained by independent
processing of these different data subsets, are then usestitoate the covariance matrix. The
shortcoming of this approach is that only a limited numbdpwfresolution images are used. The
virtual snapshots, which allow covariance matrix estioratihrough averaging, can be formed
with the 2D spatial spectrum of the sceqig, u) [12], [15]. It is noted that the spatial spectrum
must first be preprocessed to remove the effect of the weightik, () applied in DS image
formation. However, this is not a straightforward procesg tb the finite number of antenna
locations and frequencies. Therefore, in the followinglgsia and ensuing sections, we assume

thatw(k,l) = 1 for all £ and!). For a single point target located @t,, o),

g(s,u) = ogexp{—j2n(sxo + uyo)}, (8)

whereo is the reflection coefficients of the target. It is noted tlnat information constraining
target locations is contained in the phase of the 2D spagbettsum. In practice, only part of

the spatial spectrum will be available. Defind<ax L matrix,

g(k+1,1) glk+1,l+L—1)
Gy, = , _ , : %)
| g(k+K-1,1) -+ gk+K-1,1+L—-1)

where g(k,l) := g(sg,u;) for s, = so + kAs,u; = ug + [Au. sy andu, represent the lowest
available frequencies, amls and A are the frequency steps. The virtual snapshots are defined
by

g, = vec{ Gy, }. (20)
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In the above equatiomec{} is the vectorizing operator which stacks all the matrix ocohs

into one vector. It is convenient to define an array manifadtera(z, y),
a(z,y) = afz) ® B(y), (11)
where® denotes Kronecker product and
a(r) = [ef2msor i pimskoan]H (12)
Bly) = [2mov ey ], (13)
Then, the relationship between ; anda(z,y), for x = zo andy = y, is
gr1 = 0o exp{—j2m(kAszy + [Auyy) }a(zo, yo)- (14)

Accordingly, the covariance matrix can be estimated as,

R = Z Z gk,lglgla (15)
kool

where the superscrigi denotes conjugate transpose. When there jgint targets, the structure

of the covariance matrix is

Y 0 - 0
aH(x(b ?JO) 0
. , M
R= : : . 0 a(zo,y) - a(@p-1,yp-1) ] +2
aH(xP—byP—l) . .
| O Ce. O YP-1 i
(16)
whereX is the covariance matrix of noise and,
Yp = 0, Z Z exp {—j2m(kAsx, + [Auy,)} (17)
k l

for p=0,..., P — 1. Note thata(z,y) are independent ai(z’,y’) whenz # 2’ or y # v/.

Once the covariance matrix is estimated, data-dependedfig approaches can be applied to
obtain a high-definition image of the scene. MVDR beamfomqtan provide both RCS estimates
and high-definition imaging [23]. The image pixel value esponding to Capon estimator, which

is singly constrained MVDR, is
I(z,y) = min w’Rw subject towa(z,y) = 1, (18)

There are mainly two approaches, discussed below, to dstitina spatial spectrum necessary

to apply (18), one is a raw data-based approach and the atleebéamspace-based approach.
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IV. RAW DATA-BASED APPROACH

Insert Figure 2 here

When the far-field approximation is valid [12], the receiv@dnal z(k, 1) in (1) can be con-
sidered as a sample of the spatial spectrum, assuming thantenna beamwidth is sufficiently

wide to cover the entire scene of interest. Thefk, ) can be approximated by,

47 fk:

c

P—1
z(k, 1) ~ Zap exp{—j (ri+ xpcos ¢y — ypsingy) } (19)
p=0

wherer, is the length of the signal path between thih antenna and the center of the scene
in the presence of the wall;z,,y,) is the location of thep-th target, andy, is the angle of
refraction corresponding to the signal path from tith antenna to the center of the scene (See
Fig. 2). Note that the target locatiai,, y,) is in the image domain with the center of the
scene at0,0). For small values of;, which is typically the case in the far-fieldps ¢, ~ 1 and

sin ¢; =~ ¢;. Under these assumptions and after compensating for thettsmdependent phase

term, equation (19) can be written as,

Z<k7 l) = g(su u)‘SZka/c,u:ka@/cu (20)
where
P-1
g(s,u) = Z opexp{—j2nsz, + j2muy,}. (21)
p=0

The range-, and the angle, vary from one antenna location to the other and should be atedp
for eachl using air-wall-air propagation path. Equation (20) repregs a non-uniformly sampled
version of the two-dimensional spatial spectrum of the ec#¥ith 2D interpolation, uniformly
sampled representation can be obtained, permitting aesemgipshot estimation of the covariance
matrix, as discussed in the previous section. In this cdmecovariance matrix estimafe is

given by,

R=)> gusl (22)
k l
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wheregy; is a virtual snapshotg;,; = vec{Zk,l}, and Zk,l is a K x L matrix whose elements

are the two-dimensional spatial spectrum

2(k, 1) 2k, 1+ L—1)
. sk+1,0) - Ak+1,1+L-1)
Ty = . _ _ . (23)
| Ak+ K —1,0) -+ Ak+K—-1,1+L—1) |

In the above equatiori(k, [) is an interpolated version ef(k, [) with uniformly sampled spatial
frequencies. Any interpolation method, such as linearymmiial, or spline, can be used. For
the simulations in Section VI, we have used the linear irdkation method for simplicity. The
frequency stepg\s and Au are the same as the interpolation intervals. As shown in, [the]

spatial frequencies and« are bounded by,

Jo<s < fy,m1008¢N, 1, ssingy < u < ssingy, 1. (24)

Insert Figure 3 Here

The above boundaries do not conform to a rectangle. Figureo@s the largest rectangle
that fits the area defined by the above boundaries. The nunibdisaete samples in that
spectrum depends on the interpolation interval, which canatbitrary chosen. However, in
order to minimize the interpolation errors, there must bdeast one data sample between
interpolation points. Once the number of samples in theiapspectrum is decided, the sub-
matrix size ({ x L) can be determined. Larg€ L yields high-resolution, but, at the same time,
limits the number of snapshots. If the number of virtual steys is less than the dimension
of the virtual snapshots, diagonal loading is necessargnder the covariance matrix estimate
nonsingular [11]. Throughout the simulations in this pap&ar used 60% of the spectrum samples
for K and L.

V. BEAMSPACE-BASED APPROACH WITHKNOWN WALL

A. Obtaining the two-dimensional spatial spectrum

Beamspace (BS) processing uses the 2D spatial spectrune afethy-and-sum beamformed
image of the scene [11], [15]. This method was originallygm®ed by Benitz in [11], and
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analyzed in detail in [15]. The scene of interest withpoint targets can be represented by the

following equation,

P-1
f(xa y) = Z Up(S(,ZL' — Tp,Y — yp) (25)
p=0

whered(-) is the Dirac-delta function. The discrete versionfdf,y) on anM x N rectangular

grid can be obtained by DS beamforming. That is,

flm,n] = f(@m, yn) = B(m,n), (26)

where(x,,,y,) form=0,..., M —1andn =0,..., N — 1 are uniformly spaced beamforming
points that span the scene of interest @@n, n) is given by eq. (7), reproduced below for
convenience,

1
B(m,n) = N, ; ; w(k, 1) 2(k, 1) exp{527 fiTt. (@ yo) }- (27)

Note that eq. (27) is valid for near-field as well as far-fieldqessing. The approximation in
eg. (26) is valid for moderate array size and bandwidth. Rerdpproximation to become an
exact equality, the array length as well as the signal baditiwshould be infinite.

The two-dimensional spatial spectrum of the scéije,, k,| can be obtained by applying the

two-dimensional discrete Fourier transform,
M—-1N-1

Flleok) = 3 3 flm.n]expf—20mke _ 2Ty (28)

m=0 n=0

wherek, = 0,...,M —1 andk, = 0,..., N — 1. In this respect, the target location can be

obtained by parameter estimations basedFth,, k,]. The covariance matrix estimaig can
be provided using virtual snapshots in a similar way as inréive data-based approach. In this

case, the new steering vectafm, n) is given by,

a(m,n) = a(m) ® B(n), (29)
where
alm) = [1eZm/M  ein(E=lm/MH
Bn) = |[1 eIZmIN - esz(L_l)"/N]H.

Note that no interpolation is necessary for beamspace appravhich is advantageous since

interpolation produces data errors. The number of samplései spatial spectrum is the same as
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the number of beams. The number of beams is determined byixblesze of the image. If this
space is smaller than the radar resolution, a point targdebairepresented by multiple pixels. In
this case, the corresponding spatial spectrum will tendettobalized. On the other hand, if the
space is larger than the resolution, the mainlobes of DS fmearar will not effectively overlap,
and targets located between beams will likely be misseddtilsl also be mentioned that since
the beamforming points do not necessarily match the taasitibns, there might be target
displacements or reduction in intensity in the high-defimitimage caused by a combination of
large (strong) and small (weak) targets in the scene. Inpdyer, we use DS image with pixels
smaller than the system resolution and consider, for camae matrix estimation, the area where

most of the energy of target is localized, as discussed below

B. Location of the target in the spatial spectrum

Let o= and oy be the space between beams along down-range and cross-resgectively.

Suppose that,

0% = [ePas OY = Hypy, (30)

where p, and p, are the respective cross-range resolution and down-ragg@ution. The
constantsy,, and p,, denote how much the signal is oversampled in the image doni&ie
equivalent time intervab7T’ between two beams and the corresponding sampling frequgncy

are,
20x 1 C

= 1= 57~ 357 (31)

For the frequency bandwidtfiz, the down-range resolution js, = C/2f5, and the sampling

frequency is,
c /B
21:(C/2fB)  pa (32)

Note that if u, < 1, the space between beams is smaller than the system resolatid the

[s

spectrum will be supported by onBru,, the location of which is determined by both the
sampling frequency and the signal bandwidth.
To explain the support region for cross-range, we consigeira target located at the boresight

of the array. Suppose that the pixel size along cross-randess than the system resolution
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(1, < 1), so the point target is represented B + 1 pixels. Then, the corresponding 2D
discrete spatial spectrum is

. 2k (E+0.5
sin 27ku(E+05)

DEVT @
S1n N

Flky, k) = exp{—j2nk,mo/M} exp{—j2mk,no/N}

fork, =0,....M -1, k,=0,...,N — 1, and (mg, ng) is the the point target location. The
magnitude of the spectrum is determined by the sine term.eflieetive width of the spectrum

is determined by half of the distance between two zeros ohtireerator,

M
K=————=Muy,. 34
2E+05) (34)
In the above equation, we have used
(2E 4 1)0y = (2E + 1)pyry = ry. (35)

Insert Figure 4 & 5 Here

Figure 4 shows the location of the spectrum in the normalP@dspatial frequency domain.
Note that the above equation is for the case when the targetténded parallel to the array.
When the target is off boresight, however, the point targetne DS image will be extended
perpendicular to the radial line from the center of the artaythis case, the spectrum will be
rotated corresponding to the ‘squint’ angle(See Fig. 5(a)). When the signal is rotated, its

spectrum is also rotated in the same way, per the followingaggns:

flx,y) — f(rcosf+ysinh, —xsind + ycosh) (36)

F(fs, fy) — F(kycosO+ky,sind, —k,sinf + k, cosb). (37)

Although the target is rotated around the center of the amalythe center of the axis, the above
equation is still valid up to a phase. Figure 5(b) shows thetigpspectrum when the target is
located at off-boresight anglé, In Fig. 5(b), most of the power is located in the shaded regio

which corresponds to the mainlobe of the target spatialtsj®ec
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Insert Figure 6 here

We note that the magnitude of the target spatial spectrunsti€enstant due to the presence
of the ’sine’ term in eqg. (33), resulting in variations in tmeagnitude of the elements in
the virtual snapshots. This magnitude profile causes a nii$maith the assumed constant-
amplitude steering vector in eq. (29). However, these madaifluctuations tend to smooth out
to approximately a constant due to the averaging processgitire estimation of the covariance
matrix, as shown in Fig. 6, rendering the constant-ampditstttering vector model applicable.
Figure 6 depicts the magnitude of the elements of severalatisnapshots (dotted curves) for
the case of a single point target with, = 1/16 and u, = 1/4. The solid curve in Fig. 6
represents the magnitude of the elements of the steeringrvafter the averaging process in
covariance matrix estimation. The magnitudes are nore@lgo that the mean magnitude is
equal to unity. The standard deviation of the virtual-sihapsnagnitudes varies from 0.16 to

0.65, whereas that of the steering vector is 0.09.

C. Effective covariance matrix estimation

Insert Figure 7 here

As discussed in the previous section, the effective spapiattrum of the target is confined
to a limited region of the Fourier transform of the DS imagkeiefore, only the part where the
target exists in the spatial frequency domain should be fsedovariance matrix estimation.
One simple way to tile the spatial spectrum correspondintatget positions in the image is
to divide the scene of interest into two parts like mosaie plositived part and the negative
0 part. Figure 7 shows the divided scene and the corresporpiirtg in the spatial spectrum.
Two tiles are overlapped in the center to avoid missing tardecated at the boundary. The
amount of overlap can be determined py. The shaded are represents the region where most

of the target spectrum is localized. Outside this regior, ghectrum is highly attenuated and
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should be avoided in estimating the covariance matrix, asodestrated later by a simulation
example. As a result, two covariance matrices will be cargid. Each covariance matrix contains
information about the targets in the corresponding imaggre and as such will be used in
MVDR beamforming for that region. In this way, the covarianmatrix for positived-region
will provide the image for one side and the one for negatiregion will provide the image for
the other side.

Note that the cross-range resolution depends on the ragdiainde between the beamforming
point and the center of the array. In order to include all eéaigformation in a tile, the size
of the sub-matrix should be determined according to theserasge resolution of the farthest

target and the maximum off-boresight anglg,.. in the tile.

VI. SIMULATION RESULTS OFKNOWN WALL DATA

In order to compare the above two approaches, we used twbesinéd data sets, one for
near-field and one for far-field. In both cases, the scenetefast is 4mx 4m. In the near-field
case, the distance from the wall to the center of the scenmisTée length of the linear array
is 1.2m with 61 elements and the bandwidth of the signal is AGH5Hz - 3GHz). In the
far-field case, the distance to the center of the scene is aboh,a 5m long array consisting
of 63 elements is used with the same frequency band as thdieldascene. The down-range
resolution for both scenes is 0.15m. The cross-range résolat the center frequency and at
the center of the scene is 0.6m for both cases. A 15 inch thadkwith 7.0 dielectric constant,
typical of concrete, is located at Om in down range. Assunkimgwn wall parameters, the wall
effects are compensated for before applying the high-dieimimaging algorithms. The pixel
size of the DS image i9.0375 x 0.0375m which is one fourth of the down-range resolution
(u, = 1/4) and 1/16 of the cross-range resolutiop,(= 1/16). The parameteés and L are
chosen as 13 and 6 respectively. The valud.aé the product ofi,, and the total number of
columns (07/16 =~ 6.7) in the DS image.

Insert Figure 8,9,10,11 Here

In all the figures in this section as well as the following sat$, all image values are in dB

units with the maximum level normalized to 0dB. Figure 8 shdie processing results using
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DS beamformer. The left figure is the far-field scene and thlet figure is the near-field scene.
Two targets are shown at their locations which are markeditnfes. Since the wall effects
are perfectly compensated for, the targets appear at thhectdocations. Figure 9 shows the
same scenes obtained by the raw data-based Capon. As ekpeéapon beamforming provides
high-definition imaging. In the near-field case, howevegrewith the wall effects are properly
accounted for, there are biases in the target locationsinatlv data approach which is due to far-
field approximation. Figure 10 is the beamspace-based Capage which, compared to Fig. 9,
shows images of high resolution and without any biases, @vahe near field. Figure 11(a)
shows the beamspace-based Capon image when all the sjpattélusn is used for covariance
matrix estimation. It is clear that the quality of the imageworse than Fig. 10, which only
used the target spatial spectrum support region, depiot€igi 11(b). The straight lines denote
the area which is processed to image the left half of the s(eegatived), where the targets

are located.

Insert Figure 12 Here

Figures 12(a) and 12(b) show the spatial leakage pattemthéoDS and beamspace Capon
beamformers at the beamforming point is(at0.8, 5.5)m which coincides with the location of
one of the two targets. The advantage of the Capon beamf@weerthe DS beamformer is evi-
dent. The DS beamformer has a high sidelobe at the secoret,tbygated at—0.988, 6.512)m,
while the Capon beamformer places a null there, minimizhwg interference from the second

target, thereby providing a more accurate estimate of ttgetaRadar cross-section (RCS).

Insert Figure 13 Here

Real experiment data set is also tested. A wideband syatapérture through-the-wall radar
system was set up in the Radar Imaging Lab at Villanova UsityerA stepped-frequency CW
signal, consisting of 501 frequency steps of size 5 MHz, dagehe 1-3 GHz band was chosen
for imaging. An Agilent network analyzer, model ENA 5071Baswsed for signal synthesis and
data collection. A horn antenna, model ETS-Lindgren 3184vlith an operational bandwidth

from 0.7 to 6 GHz, was used as the transceiver and mounted oelé Frobe Scanner to
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synthesize a 67-element monostatic line array with an-glement spacing of 0.018m (0.735in).
A 3.0m x 2.4m x 0.05m (10ft x 8ft x 2in) plywood wall segment,thvia dielectric constant of
2.5, was constructed. The wall was positioned 1.0m (40im)ralange from the antenna feed. The
scene has one vertical dihedral at a height of about 1.44n7%B6. Each face of the dihedral
is 0.39m (15.5in) by 0.28m (11in). The height of the array W=sd at the same height as the
dihedral. Empty scene measurements were also made withtmnbyall present in the test area.
These measurements were coherently subtracted from tiet srene and the resulting data sets
were used for generating the images. Figure 13 shows the @§erand the beamspace Capon
image. Capon beamforming of real data provides a betteraentbgn DS beamforming in the
sense of reducing the sidelobes, even though the expeaimgaiia set is corrupted by noise,
multipath and/or reflections, and the dihedral is not a pi@irget unlike the previous synthesized

data set.

VIl. BEAMSPACE MVDR WITH UNKNOWN WALL

A. Effect of Wall Parameter Errors

Insert Figure 14 Here

Through-the-wall radar imaging with assumed wall paransetehich are different from their
true values, will result in image degradation. Figure 14vahthe DS images of the simulated
two-target scene of Section VI under 10% and 20% error in thkk parameters. Although two
targets are clearly seen, their locations are biased andmimeint of bias is proportional to the
errors. Since the beamspace approach is based on the DS, ithageeamspace MVDR will
also result in the biased target locations. Image deg@uasi also witnessed for the method
based on interpolated raw data as it causes errors im (19). As such, the received signals
will not be properly aligned at the center of the scene and tagi-definition methods based

on the corresponding covariance matrix estimate will suffe

Insert Figure 15 Here
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Let Ad and Ae be the errors in the wall thickness and dielectric constaspectively. Due
to the wall parameter errors, the target in the DS image wvéllidcated at poiny instead of
its true locationp, as shown in Fig. 15 [18]. LefAz and Ay be the biases in the down-range
and cross-range, respectively. In [18], closed form exgoes for Az and Ay are derived for
bistatic operation with the transmitter and the receivensetrically distributed about the target
location. For monostatic operation, the condition of syrtignés no longer valid. Further, in
[18] only an error in one wall parameter is considered. Bela® present the analysis for the
monostatic synthetic aperture case and desckib@ndAy in terms ofAd, Ae, antenna location,
and target location.

Let g, = ¢1 + g3 and g, = g2 be, respectively, the path in the free space and inside the
wall, when using the true wall parameters, as depicted in Eighe two-way propagation time

associated with poing is

T =2(g7/c+ guVe/c) =2 (

Denoteg, and g, as the corresponding paths when using the estimated walheders { +

h1+h2+ d\/E)

ccos¢  ccost

(38)

Ad, e + A€). In this case, the round trip time for the poipis,
7 = 2(gf/c+ guVe+ Ae/c)

€ Cos ¢ ccost
In the above two equations, we have used the following eteml{See Figure 15).
Grcosd = hy +hy — Az — Ad, ggcosd = hy + hy (40)
Guwcosf = d + Ad, gwcosf =d (42)

In order for the imaged target to appear at paeintve requirer = 7, and obtain the condition
h1—|—h2—AZE—Ad+ \/€—|—A€(d—|—Ad) . h1+h2 4 \/Ed

42
cos ¢ cosf Ccos ¢ cos 6 (42)
Similarly,
Qfsing5+gwsiné:gfsin¢+gwsin9—Ay (43)
Substituting egs. (40) - (41) into eq. (43),
(i + ha — Az — AD) 2L 4 (44 Ag)S20
cos ¢ cos
:<h1+h2)smgb+dsm€_Ay (44)

cos¢p  cosf
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If we assume > a (See Fig. 15), we can approximatex 6 and ¢ ~ ¢. From eq. (42),

Ax Ad e+ Ae(d+ Ad)  dy/e

cos ¢ " cos 10) * cos  cosf (45)
Accordingly,
Ax:deE:EZ{ 1+%(1+%)—1}—Ad (46)
From equation (44),
(Az + Ad) tan ¢ — Adtan = Ay (47)

Therefore,

(48)

Ay =dtanf |e \/1—0—& 1—|—ﬁ —1 —&
€ d d

Insert Figure 16 Here

We note that the expressions farr and Ay are a function of the antenna location. However,
when the array length is short relative to the target range,center of the array can be used
to determine the expressions fdrx and Ay. In this case, the two values can be considered
independent of antenna locations. Figure 16 shows the bhidisei target location as the wall
thickness errorAd varies from—20% to 20% (d = 0.38m) and the dielectric constant errie
also varies betweern20% and20% (¢ = 7.0). A 1.2 m long array located between0.6m and
0.6m in cross-range and at -1m in down-range was used for imagimg wall is located ab m
in down-range. The crosses denote the target locationsei® image obtained by numerical
simulation and the dots denote those calculated by eqs.af@#b)48). The circle represents the
true target location, which is—0.5, 6)m. Although the analytically derived biases do not exactly
match the simulated biases, they show the same overall,tcapdured by the orientation of
the biases. The line that passes through both the centee@rthy and the true target location
is also shown in Fig. 16. Extensive simulation results hawvas that if we draw the smallest

ellipse that includes all the target biases, then the slédgheomain axis of the minimum area
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ellipse is very close to the slope of the bias definedMy/ Az,

Ay

Ax

tan f tan ¢ [e{ 1+ 2 (14 284) — 1} _ %]

etan@{\/l—i- % (1+ %) — 1} — Adtan ¢ .

tang, =

Insert Figure 17 Here

Denote¢. as the angle between the pojntind the center of the array. Then,

(h1 + he) tan ¢ 4+ d tan 6

tan ¢, =
an ¢ hy+ hy+d

= tan¢ + g(tane — tan ¢)

= ftanf+ (1 — ) tan¢ (49)

where 5 = d/b is the ratio of the wall thickness to the down-range. If dedirthe value of
tan ¢, can be numerically computed for each pixel of the scene amalated prior to system
operation. However, Fig. 17 shows the numerically compulifidrence between the angles
and ¢, whend = 0.38m, Ad = 0.038m, ¢ = 7.0, and Ae = 0.7 for various values ofy. and
range. The figure shows that the difference in angle is ptap@l to ¢. as expected. Note that
the divergences of the plot from a line are due to the fact tihatapproximationd ~ 6 and

¢ ~ ¢ in deriving egs. (46) and (48) are not valid for the chosenutdtion parameters. When
the scene of interest is far from the array and its width islkitieen it is possible to approximate
¢y as ¢. since ¢, is small. The angles. will be used as a direction of biases in the MVDR

beamformer described in the next section.

B. Multiple linear constrained MVDR using Two Arrays

In urban sensing applications, buildings may have up to &pproachable walls, one on each
side. Collecting separate data sets from different ‘viegl@si or 'views’ has several advantages
[24]. For example, multiple data sets can be used coherémtbptain more information about
the targets for recognition or clutter suppression. It cko de used to detect targets which

are masked by other objects or clutter from one view. In tlistion, we use two such data
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sets to obtain the targets’ true locations in the presenceatlif parameter ambiguities in the
context of MVDR beamforming. According to the analysis i threvious section, the biases
due to wall parameter errors are dependent on the ‘view aafjtbe array which changes with
the array location. Accordingly, the imaged target will hepdced to different locations as the
position of the imaging system is changed. This property aréginally used in [18] to locate
the targets using DS beamforming and extensive data posegsing. Here, we utilize the same
property, but with a simpler approach in which the optimalghiés of the MVDR beamforming
are computed only once, according to expected target desplant under wall errors. MVDR
beamforming, described below, is used to broaden the ntaendd the beamformer in order to
retain radar returns from around the beamforming point. &tended mainlobes will intersect at
the true target location when the MVDR images corresponttirije two different array positions
are simultaneously considered or fused (See Fig. 18). gldhrs intersection becomes more

visible for distinct view angles and in the presence of smalhber of targets.

Insert Figure 18 Here

The MVDR beamformer is defined as

min wRw subject toBw = c (50)

w

which is an optimization problem with multiple constraifi2b]. The matrixB andc represent

the constraint set. For the Capon beamformer, describdiéreiar eq. (18),

B = a(m,n), (51)

c = 1, (52)

where(m,n), in the underlying problems, is then-th pixel in the image. By choosinB and

c, one can obtain a variety of linear constraints to the beamda For the TWRI problem,
one should choos® and c that deal best with wall parameter errors. The goal is to find a
compact region in the-y (image) plane that includes all possible target displacgmpesitions,
then define the constraint sdB (c) which ensures that the target intensity in that region is no

compromised under optimization.
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As shown in Section VII-A and also in [18], the bias in targatdtion tends to be distributed
directionally along a straight line. Therefore, by extemdihe width of the mainlobe of the
MVDR beamformer along that line, it is possible to include ttarget displacements in the
mainlobe. One method to achieve this objective is to apphvaive constraint (DC), which is

a well-known technique for mainlobe flatness [25]. The dsie constraints are,

1
B = [a(m,n) v a(m,n) vy, c= o | (53)

wherev,, ,, is a unit vector whose direction is the same as that of thestavis at(m,n).
These constraints would cause the mainlobe of the MVDR beandr to be broadened along
the direction of the bias and, as such, the MVDR Beamformdrnaet significantly reduce, or
cancel, the target radar cross-section under wall errbisid required to extend the mainlobe
further than that achievable by DC, second-order derigatonstraints (SDC) can be added such

that,
1

B = [a(m,n) vVa(mn) vu, V a(mmn) vy,], c=|0|. (54)
0

One disadvantage of the derivative constrained methodk G and SDC) is that the extent
of the mainlobe is limited and it may not cover the bias in ¢artpcation resulting from
large errors in wall parameters. One solution to extend thalwbe along longer displacement

trajectories is to use multiple consecutive unit-gain ¢@mst (MC) beamforming, i.e.,

1
1
B = [a(mg,no) a(my1,n1) ... a(mp,np)], c=| |, (55)
- 1 -
where the point§mg, no), ..., (mz,nr) are located along a line whose center ig7at n) and

its slope is the same as thatwf, ,,. The extent of the mainlobe of MC is somewhat controllable
by applying different number of constraints. However, & same time, it is uncontrollable since
it is determined by several variables, such as the numbentehaas, location of targets, noise,
and interference signals. Therefore, MC is most suitabledalize targets at their true locations

when the targets are sparsely distributed in the scene.



22 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMSQOV. XX, NO. Y, MONTH 200X

It is interesting to consider the most recent proposed igdes for robust beamforming,
including those in [26] to ensure high intensity image at amolind the correct target positions.
In this case, the linear and derivative constraints of aqaat(50) will be replaced by quadratic
constraints with inequality which depend on an ellipsoidttdescribes errors. However, the
advantages of these methods, although evident in passiagsarare not significant in the
underlying imaging applications. The reason is two-foldst;: the possible ripple behavior of
the active array response between the unit constraint vafi€s3) is tolerable for the problem
at hand. Unlike many robust beamforming techniques thabahg concerned with guaranteed
beamforming gain around the beamforming point in the ddsireection, the underlying through-
the-wall radar imaging problem requires an extension of rttenlobe without imposing the
stringent requirement of a flat behavior. A priority in thioplem is to limit the value of the
beamforming gain outside the mainlobe extent. The propassdof the multiple unit gain
constraints satisfactorily achieves both these objesti8econd, the image pixels along and near
the bias trajectory do not necessarily translate into aipselid in the array manifold space.
Unlike the errors in conventional robust beamforming teghes, the underlying problem deals
with errors (biases) which can be predicted in the image doryad we can not guarantee that

those biases in the image domain can be defined by tight @llips the array manifold space.

C. Number of computations

The computational complexity of the MC MVDR beamformer cardpproximated as follows.

The solution to the constrained optimization problem of®@)j. is given by [25],
w =R 'B(B“R'B) 'c. (56)

which leads to
wiRw = c(B¥R'B)'c. (57)

In the above equatio®R ! andc are independent of the pixel being imaged and thus need to be
computed once. On the other hailyaries from pixel to pixel and thus, the above equation will
be computed for each pixel. The dimensions of the matrigd3, andR areT x 1, MN x T,

and MN x MN, respectively, wherd’ is the number of constraints and NV is the length

of the steering vector. The computational complexity of)(&/ primarily associated with the
computation of the inverse of tHE x T" matrix BYR~'B. The number of computations for the
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inversion of the matriB7 R !B is O(T?) [27]. Therefore, the number of computations for the

MC MVDR beamformer can be approximated as

where N, is the total number of pixels an@(M3N?) is the number of computations required
to invert R. The last term in eq.(58) represents the number of compuatiequired for DS
beamforming wherein, for convenience, both the number efuencies and the number of
antenna locations are assumed to be equa¥ to

In comparison, the total number of computations for thedatgcalization method of [18],
which requires DS beamforming to be performed multiple srasingN,, different sets of wall

parameter pairs, is applied, is given by
nps & N, - O(N;). (59)

Typically, N, is several orders of magnitude higher tHBrand IV,,, which implies thaty,,¢ is
much less thamps. Thus, the proposed method is computationally more effidiean the DS
beamforming based method of [18].

VIIl. SIMULATIONS OF UNKNOWN WALL DATA

The proposed high-definition algorithm for imaging usingterray positions is tested with
synthesized and real data. The synthetic data set consisignals reflected from point targets.
Only one refraction path through the wall is considered, epiaded in Fig. 1. The images
corresponding to the two array positions are independentbhgessed by constrained MVDR
beamforming and are combined using two simple pixel-byebixsion methods, namely, mag-
nitude multiplication [10]. Results using the DS beamfargnbased method of [18] are also
presented for comparison. It is noted that although the @sagprresponding to the two array
locations are depicted using sensor-specific coordinades)ys, these images are transformed

into a single coordinate system prior to fusion.

Insert Figure 19 Here

Figure 19 shows the schematic of the scene being simulatat. &8ray #1 and array #2 are

1.2m long with 0.02m antenna spacing. The thickness of theis/®.38m and the dielectric
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constant is 7.0. A stepped-frequency signal from 2 to 3GHh WMHz step size is used. The
stand off distance of the arrays from the walls is 1m and tkéadce between the wall and the
center of the scene is 6m. Two point targets having the saffectien coefficient are located

at (-0.988,6.512)m and (-0.8, 5.5)m in the scene from arfgyréspectively.

Insert Figure 20 Here

For the synthesized data set, we consider the imaging pesfoze under 10% error in both
wall parameters. Consequently, the assumed wall thicktedsss the value 0.418m and the
assumed dielectric constant is 7.7. A delay-and-sum beamefowith rectangular window is
used to obtain DS images from array #1 and #2, shown in Fig20és) and 20(b), respectively.
The number of pixels in the images is 114497 x 107). For constrained MVDR beamforming,
the size of the sub-matrices for virtual snapshot$3is 6 and the dimension of the covariance
matrix is78 x 78. Multiple consecutive unit gain constraints have beeretesthe 10% parameter
errors are too large for the derivative constrained metlwotdandle. The direction of the line
between the beamforming point and the center of the arraysésl s that of biases in the

simulation.

Insert Figure 21 Here

Figures 20(c) and 20(d) show respective images obtained tlse constrained MVDR beam-
forming from array #1 and #2. It is noted that the imaged talgeations are biased toward the
center of the array. However, the targets are stretched éextended mainlobe, according to
the constraints. A total of seven linear constraints arel urs¢his simulation. If more constraints
are used, the extended mainlobe will make the two targetstinduishable, when imaged from
array #1. If the range of the wall parameter values is knoWwa,rtumber of constraints can be
determined and will depend on the largest bias in the walmpaters. Note that in this simulation,
we create a very challenging scenario to evaluate the peopagproach, where multiple targets
are aligned along the bias direction. Figure 21 is a contdéatr ghowing the trajectories of the
imaged target locations from array #1 and array #2, gergtragiang the DS beamforming based

method of [18]. Eight different pairs of wall parameters ased for trajectory generation.
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Insert Figure 22 Here

When the image from array #1 is combined with the correspandnage from array #2,
the two targets become identifiable and are correctly locéte the MC MVDR, as shown in
Fig. 22(b). Figure 22(a) is the combined DS image corresipgnm the wall parameters obtained
by intersection of the trajectories in Fig. 21. Comparing.R22(a)and Fig. 22(b), we observe
that although both methods correctly localize the targits, DS beamforming based image
has higher sidelobe levels. Also, MC MVDR for the aforemenéid simulation parameters is

computationally more efficient than the DS based method &f. [1

Insert Figure 23, 24, 25 Here

For the real data experiment, we collected data of the sidijedral scene of Section VI,
from two different angles, namely and90 degrees, emulating imaging from the front and the
side walls, respectively. The scene layout and system pEeamare the same as described in
Section VI. The downrange to the target is approximatelyni2fiom array #1 and 1.9m from
array #2. We used wall parameters with 20% error and the sporeling images using DS
beamforming are shown in Figs. 23(a) and 23(b). Since thé thakness and the dielectric
constant are smaller than those for the synthesized daéa ttees bias in the target location is
not as severe. For array #2, we observe strong reflections rfinaltiple points on the dihedral,
which can be attributed to the target orientation relativartay #2 (see Fig. 25(a)). Figures 23(c)
and 23(d) show respective images using the constrained MYB&nforming from array #1
and #2, whereas Figures 24(a) and 24(b) depict the imaggdttkication trajectories for DS

beamforming using eight different pairs of wall parameters

The combined MC MVDR image, shown in Fig. 25(c), correctiyteats the presence of a
single target and shows the imaged target at its true latafibe image in Fig. 25(b) is the
combined DS image, using parameters obtained by trajedtdeysection for operation from
array #1 and array #2. We observe that although the MC MVDRgemiaas a slightly wider
mainlobe than the DS image, the DS image has higher sideéseds|
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IX. CONCLUSION

The problem of high-definition through-the-wall imaging svaonsidered. A new method,
which provides accurate target locations using MVDR beamérs under exact and inaccurate
wall parameter values, was proposed. Two approaches baseslwodata and beamspace data
were presented and compared in performance under near fidldaa field situations. It was
concluded that using delay and sum beamformer image to peothe spatial spectrum, which
is then used for covariance matrix estimation, is more roboidar field approximation and
should be the preferred way to conduct indoor high definitroaging. When using the spatial
spectrum, however, one must only consider the region whockesponds to the target, otherwise
virtual snapshots obtained by subarray and subband vewetlbnsot properly correspond to the
array manifolds, leading to target image dispersion.

We have also analyzed the bias in imaged target location dusatl errors beyond that
discussed in reference [18]. The bias results were then tasddfine additional constraints on
MVDR beamformer which led to provide unbiased target larativhen imaging with different
view angles. Simulated and real data were used in the papmkdamonstrated the superior
performance of the proposed technique compared to the colgnapplied delay-and-sum
beamforming.

REFERENCES

[1] F. Ahmad, M. Amin, and S. Kassam, “Synthetic aperturenieamer for imaging through a dielectric wallEEE Trans.
Aerosp. Electron. Syst., vol. 41, no. 1, pp. 271-283, Jan. 2005.

[2] H. Yacoub and T. Sarkar, “Monostatic through-wall daiee of a metallic sphere,” ilintennas and Propagation Society
International Symposium, July 2005.

[3] F. Soldovieri and R. Solimene, “Through-wall imagingava linear inverse scattering algorithmEEE Geoscience and
Remote Sensing Lett., vol. 4, no. 4, Oct. 2007.

[4] E. Ertin and R. Moses, “Through-the-wall sar attributezhttering center feature estimation,” fnoc. |IEEE Int. Conf.
Acoustics, Speech, Sgnal Process., Apr. 2008.

[5] R. Narayanan, “Through wall radar imaging using uwb eogaveforms,” inProc. |EEE Int. Conf. Acoustics, Speech,
Sgnal Process., Apr. 2008.

[6] E.Lavely, Y. Zhang, E. H. Ill, Y. Lai, P. Weichman, and Ah@pman, “Theoretical and experimental study of through-wa
microwave tomography inverse problemsgurnal of the Franklin Institute, vol. 345, no. 6, pp. 592—617, Sept. 2008.

[7] M. Farwell, J. Ross, R. Luttrell, D. Cohen, W. Chin, andDogaru, “Sense through the wall system development and
design considerationsJournal of the Franklin Institute, vol. 345, no. 6, pp. 570-591, Sept. 2008.

[8] L. Frazier, “Radar surveillance through solid matesjalin Proceedings of SPIE, Command, Control, Communications,
and Intelligence Systems for Law Enforcement, vol. 2938, Nov. 1997, pp. 139-146.



YOON ET AL: MVDR BEAMFORMING FOR THROUGH-THE-WALL RADAR IMAGING 27

[9] F. Ahmad, G. Frazer, S. Kassam, and M. Amin, “Design ang@lé@mentation of near-field, wideband synthetic aperture
beamformers,1EEE Trans. Aerosp. Electron. Syst., vol. 40, no. 1, pp. 206—220, Jan. 2004.

[10] F. Ahmad, Y. Zhang, and M. Amin, “Three-dimensional eficind beamforming for imaging through a single wdEEEE
Geoscience and Remote Sensing Lett., vol. 5, no. 2, Apr. 2008.

[11] G. Benitz, “High-definition vector imagingLlincoln Lab Journal, vol. 10, no. 2, 1997.

[12] J. Odendaal, E. Barnard, and C. Pistorius, “Two-dinmma superresolution radar imaging using the MUSIC athoni”
IEEE Trans. Antennas Propagat., vol. 42, pp. 1386-1391, Oct. 1994.

[13] G. Benitz, “High-definition imaging apparatus and neatfi U.S. Patent No. 6,608,585, Aug. 2003.

[14] F. Ahmad and M. Amin, “High-resolution imaging using izm beamformers for urban sensing applications,Pinc.
IEEE Int. Conf. Acoustics, Speech, Sgnal Process., Apr. 2007.

[15] Y.-S. Yoon and M. Amin, “High-resolution through-theall radar imaging using beamspace MUSICEEE Trans.
Antennas Propagat., vol. 56, no. 6, pp. 1763-1774, June 2008.

[16] F. Ahmad, M. Amin, and G. Mandapati, “Autofocusing ofrdligh-the-wall radar imagery under unknown wall
characteristics,1EEE Trans. Image Processing, vol. 16, no. 7, pp. 1785-1795, July 2007.

[17] M. Dehmollaian and K. Sarabandi, “Analytical, numeidicand experimental methods for through-the-wall radaxgimg,”
in Proc. IEEE Int. Conf. Acoustics, Speech, Sgnal Process., Apr. 2008, pp. 5181-5184.

[18] G. Wang and M. Amin, “Imaging through unknown walls ugidifferent standoff distancedFEE Trans. Sgnal Processing,
vol. 54, no. 10, pp. 4015-4025, Oct. 2006.

[19] F. Ahmad and M. Amin, “Noncoherent approach to throdigi+wall radar localization,IEEE Trans. Aerosp. Electron.
Syst., vol. 42, no. 4, pp. 1405-1419, Oct. 2006.

[20] M. Dehmollaian and K. Sarabandi, “Refocusing throughding walls using synthetic aperture raddEEE Trans. Geosci.
Remote Sensing, vol. 46, no. 6, June 2008.

[21] Y.-S. Yoon and M. Amin, “Spatial filtering for wall-clter mitigation in through-the-wall radar imagindEEE Trans.
Geosci. Remote Sensing, 2009, under review.

[22] R. Schmidt, “Multiple emitter location and signal pareter estimation,1EEE Trans. Antennas Propagat., vol. AP-34,
no. 3, pp. 276-280, Mar. 1986.

[23] J. Capon, “High-resolution frequency wavenumber sp@e analysis,’Proc. |IEEE, vol. 57, no. 8, pp. 1408-1411, 1969.

[24] F. Ahmad and M. Amin, “Multi-location wideband syntietperture imaging for urban sensing applicatiodsyirnal of
the Franklin Institute, vol. 345, no. 6, pp. 618-639, Sept. 2008.

[25] D. Johnson and D. DudgeoArray Signal Processing: Concepts and techniques. Englewood Cliffs, NJ: Prentice Hall,
1993.

[26] J. Li and P. StoicaRobust Adaptive Beamforming. Hoboken, NJ: John Wiley, 2006.

[27] G. Golub and C. V. LoanMatrix Computations. Baltimore, MD: Johns Hopkins University Press, 1996.



28 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMSQOV. XX, NO. Y, MONTH 200X

Yeo-Sun Yoon - (S'02-M'05) received the B.S. degree from Yonsei UnivgtsBeoul, Korea, in 1995
and the M.S. degree from the University of Michigan, Ann Arkio 1998 and the Ph.D. degree from the

PLACE Georgia Institute of Technology, Atlanta, in 2004, all ire@tical engineering.
PHOTO From 1999 to 2004, he was a Graduate Research Assistant@etiter for Signal and Image Processing
HERE

(CSIP) at the Georgia Institute of Technology. In the sumritem 2000 to 2002, he worked as a Research
Assistant at the Center for Theoretical Studies of PhySgatems (CTSPS), Atlanta, in a co-op program.
He has been a senior engineer at the Samsung Thales Compdnyydngin, Korea since 2004. From 2007 to 2009, he was a

Post-doctoral research fellow at the Center for Advancethi@onications (CAC), Villanova University, Villanova, PA.
His research interests include array signal processimgh-tgsolution radar imaging, signal parameter estimaton com-

pressive sensing for radar.

Moeness G. Amin - (S'82-M'83-SM'91-F'01) received his Ph.D. degree in 1984m University of

Colorado, Boulder. He has been on the Faculty of Villanovavemity since 1985, where is now a

PLACE Professor in the Department of Electrical and Computer ggging and the Director of the Center for
PHOTO Advanced Communications.
HERE

Dr. Amin is the recipient of the 2009 Individual Technical Aevement Award from the European

Association of Signal Processing. He is a Fellow of the tatgiof Electrical and Electronics Engineers

(IEEE); Fellow of the International Society of Optical Engering; Recipient of the IEEE Third Millennium Medal; Digjuished
Lecturer of the IEEE Signal Processing Society for 2003 ab@42 Member of the Franklin Institute Committee on Science
and the Arts; Recipient of the 1997 Villanova University &anding Faculty Research Award; Recipient of the 1997 IEEE
Philadelphia Section Service Award.

Dr. Amin has over 400 publications in the areas of Wirelessn@ainications, Time-Frequency Analysis, Smart Antennas,
Interference Cancellation in Broadband Communicatiortf@tas, Direction Finding, GPS Technologies, Over the Eami
Radar, and Radar Imaging. He was a Guest Editor of the Joafri&anklin Institute September-08 Special Issue on Adeanc
in Indoor Radar Imaging. He is a Guest Editor of the IEEE Taatisns on Geoscience and Remote Sensing May-09 Special
issue on Remote Sensing of Building Interior. Dr. Amin is e-Guest editor of IET Signal Processing upcoming Special
Issue on Time-Frequency Approach to Radar Detection, Ingagind Classification.

Dr. Amin was the Co-Chair of the Special Sessions of the 26l International Conference on Acoustics, Speech, ambSig
Processing, Nevada. He was the Technical Chair of the 2n& IBternational Symposium on Signal Processing and Inféoma
Technology, Morocco, 2002; The General and OrganizatioaitCbf the IEEE Workshop on Statistical Signal and Array
Processing, Pennsylvania, 2000.; The General and Orgamizahair of the IEEE International Symposium on Time-Frexcy
and Time-Scale Analysis, Pennsylvania, 1994. He was ancfeasoEditor of the IEEE Transactions on Signal Processing
during 1996-1998. Dr. Amin was a member of the IEEE Signak@ssing Society Technical Committee on Signal Processing
for Communications during 1998-2002 and was a Member of EieEl Signal Processing Society Technical Committee on

Statistical Signal and Array Processing during 1995-1997



YOON ET AL: MVDR BEAMFORMING FOR THROUGH-THE-WALL RADAR IMAGING 29

PLACE
PHOTO
HERE

Fauzia Ahmad - (S'97-M’'97-SM’06) received her MSEE degree in Electriéalgineering in 1996, and
Ph.D. degree in Electrical Engineering in 1997, both from thniversity of Pennsylvania, Philadelphia,
PA.

From 1998 to 2000, she was an Assistant Professor in the geolké Electrical and Mechanical
Engineering, National University of Sciences and Techgpl®akistan. During 2000-2001, she served as

an Assistant Professor at Fizaia College of Informationhfietogy, Pakistan. Since 2002, she has been

with the Center for Advanced Communications, Villanova \énsity, Villanova, PA, where she is now a Research Asseciat

Professor and the Director of the Radar Imaging Lab.

Dr. Ahmad has several journal and conference publicationthé areas of radar imaging, array signal processing, senso

networks, and image processing.



30 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMSQOV. XX, NO. Y, MONTH 200X

Fig. 1: Signal path with a wall
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Fig. 2: Signal propagation through the wall.

Fig. 3: Bound of spatial frequency of the raw data approach.
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Fig. 4: Two-dimensional spatial spectrum of the DS image.
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Fig. 5: The scene of interest of the off-boresight target emadesponding spatial spectrum.
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Fig. 6: Normalized magnitudes of the elements of the stgerattor after averaging (solid line) and those of virtual

Fig. 7: Two tiles of the scene and their corresponding spafiactrum. The left column is for negativeand the
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Fig. 8: Delay-and-sum beamforming.
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Fig. 9: Raw data-based Capon. (a) Far-field and (b) near-field
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Fig. 10: Beamspace-based Capon.
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Fig. 11: Beamspace-based Capon. (a) the beamspace Capge usiag the entire spatial spectrum and (b) the
corresponding 2D spatial spectrum. The red boundary itecthe area used for the covariance matrix

estimation in Fig. 10.
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Fig. 12: Spatial leakage patterns for DS and beamspace Cagpamformers when the beamforming point is at

(—0.8,5.5).
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Fig. 13: Results of the experiment data. (a) Delay-and-g¢bjrBeamspace-based Capon, and (c) the corresponding

spatial spectrum.
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Fig. 14: Images of the two-target scene with errors in thd watameters. (a) with 10% error and (b) with 20%

error

Fig. 15: Geometry of the through-the-wall radar under waltgmeter errors.
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Fig. 16: Biases due to wrong wall parameters. The circlecigis the true target location. Crosses and dots represent
biases from numerical simulations, and from computatiespectively. The dashed line connects the center

of the array and the target location.
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Fig. 20: Images of the synthesized two-target scene with &8%rs in the wall parameters.
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Fig. 21: Trajectories of imaged target locations for DS iemgsing multiple pairs of wall parameters.

IS

»
1 5

o
4]

Down range, meter
o
U1 (=2}

-~

-2 -15 -1 -05 0 05 1 15
Cross range, meter

(a) Combined DS image

-30

4

o »
(2] 5 (&) 15

e
4}

Down-range,meter

~

N
14

0
-5

-10
-15
-20
-25
-30

-2 -15 -1 -05 0 0.5 1 15
Cross-range, meter

(b) Combined MVDR image

Fig. 22: Combined images. (a) combined DS images using veaimeters estimated from trajectory intersection.

(b) combined MVDR images when there is 10% errors in the wathmeters
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Fig. 24: Trajectories of imaged target locations for DS iemgsing multiple pairs of wall parameters.
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Fig. 25: (a) Target orientation. (b) Combined image using l@amforming based method of [18]. (b) combined

image using MVDR when there is 20% errors in the wall paramsete



