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Abstract

In this paper, the problem of efficient implementation of coherent integration processor in passive

bistatic radars (PBRs) in the presence of range migration is addressed. We present a coherent integration

architecture for PBR, which consists of a frequency-domain pulse compression module to reduce the

overall runtime for the computation of the cross ambiguity function, and an efficient decimated Keystone

transform module based on the chirp z-transform to compensate the range migration. The proposed

architecture is then implemented in a hybrid central processing unit plus graphic processing unit scheme.

Real measurement data are used to verify the superior integration performance and reduced computational

complexity achieved by the proposed scheme.

Index Terms

Passive bistatic radar (PBR), range migration compensation, frequency-domain pulse compression

(FDPC), chirp z-transform (CZT), graphic processing unit (GPU).

I. INTRODUCTION

Passive bistatic radars (PBRs) exploit non-cooperative illuminators, such as commercial broadcast

stations [1]–[3], cellular base stations [4], [5], and Wi-Fi hotspots [6], [7], to perform detection and

localization of moving targets. The inherent covertness of PBR makes it immune from various electronic
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countermeasures, such as active jamming and anti-radiation weapon. In addition, the exploitation of the

very high frequency (VHF) or ultrahigh frequency (UHF) bands and the spatial diversity of PBR achieved

through multi-static operation offer the potential capability for anti-stealth. Furthermore, most illuminators

of opportunity have a wide coverage and low beam directivity and, therefore, can benefit the detection of

low altitude targets. PBR systems reap these advantages [8] at a low cost compared to traditional active

radar counterparts and can be easily embedded into different mobile platforms. These facts enabled PBR

to witness a significant growth of interest and extensive research in recent years [9]–[11].

Among the available non-cooperative illuminators, commercial broadcast stations, particularly those

for television broadcasting, are considered attractive for surveillance purposes due to their high power

and wide coverage [2], [12]. Nowadays digital video broadcast (DVB) schemes are gradually replacing

the traditional analog systems to become the mainstream form of terrestrial television broadcast. DVB

signals have more desirable ambiguity-domain characteristics with low sidelobes because of the wide

signal bandwidth and the pseudo-random digital modulation [1], [13]. These signal properties make the

DVB signal one of the most preferred illumination sources of opportunity in the foreseeable future.

In order to perform coherent integration, PBR systems compute the cross ambiguity function (CAF)

[14], [15], which is the two-dimensional cross-correlation with respect to the time delay and the Doppler

shift, between the reference signal directly received from an illuminator and the echo signal received from

target scattering. The peaks of the CAF surface reveal the bistatic range and velocity of moving targets.

The computation of the CAF is the most computationally demanding step in PBR signal processing and,

therefore, has been the subject of intensive investigations [1], [15]–[18].

On the other hand, without dedicated transmitters, the echo signals received from distant targets with

a small radar cross section become extremely weak and, thereby, may easily be obscured by noise and

residue clutter. To overcome this problem, an extended integration time is usually exploited to obtain

a sufficiently high signal-to-noise ratio (SNR). In this case, a high speed target will yield an extended

cross-correlation peak that spreads over several time delay bins. This gives rise to range migration which

significantly degrades the coherent integration result. Two methods, i.e., the envelope shift (ES) and the

Keystone transform (KT), are commonly used to compensate for range migration in PBR. In [19], we

showed that both KT and ES methods exhibit similar integration gains when applied in a PBR system.

One major limitation of the ES [20] is that the exact or at least an approximate bound of the target’s

radial velocity must be known a priori. In addition, to reduce the estimation error caused by fractional time

delays, the ES method requires the interpolation of the echo signals which is computationally demanding.

In [21], a generalized CAF to extend integration time was introduced, where the envelope interpolation
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(or resampling) was suggested to be simplified by calculating the chirp z-transform (CZT) [22]. However,

as the change of the time scale corresponds to the change of the echo time delay, this stretch processing

was actually a duplicate of the ES method. The KT [23] also involves computationally intensive sinc

interpolation. In [24], the sinc interpolation was replaced by the CZT, which lowers the computational

complexity and induces less phase and amplitude errors in data processing. For PBR, a similar method

to effectively perform range migration compensation by using CZT-based KT is also feasible. This fact

motivated our proposed scheme.

Regarding the hardware implementation of coherent integration for PBR, a system based on IBM Cell

BE was presented in [25]. Subsequently, a real-time system using graphic processing unit (GPU) was

developed in [26], [27] to speed up the signal processing chain. Hybrid schemes jointly exploiting central

processing unit (CPU) and programmable GPU were reported in [28], [29], where the computationally

intensive parallel processes are implemented in the GPU, whereas the sequential processes, such as

flow control, are implemented in the CPU, making the architecture more flexible. The aforementioned

contributions on efficient hardware implementation have laid the foundation of our proposed alternative

method.

In this paper, the fast CAF computation is realized by exploiting frequency-domain pulse compression

(FDPC) [30], and a highly efficient CZT-based decimated KT module is developed, then the proposed

architecture is implemented on a CPU+GPU heterogeneous platform. The remainder of this paper is

organized as follows. Section II introduces the mathematical model of moving target echo signals. In

Section III, the proposed architecture is presented. An efficient GPU implementation of the proposed

architecture is described in Section IV. The results of a real data experiment and their analysis are

presented in Section V. Finally, the conclusion is drawn in Section VI.

II. PROBLEM FORMULATION

Fig. 1 sketches the geometry of a typical PBR system, where Tx and Rx denote the respective locations

of the transmitter and the receiver. The reference and surveillance antennas are co-located, where the

reference antenna is steered toward the transmitter to receive the reference signal, while the surveillance

antenna points in the direction to be surveyed to receive the target echo signal.

The target is located at position O at the initial time t =0 , and then flies along a straight line, which

slants at an angle of δ to the bistatic angular bisector, with a constant velocity v. Its position at time t

is denoted as P. The bistatic angle is γ, and Lb denotes the baseline distance. In addition, rT0 and rT (t)

represent the distances between the target and the transmitter measured at the initial time and at time
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instant t , respectively, whereas rR0 and rR(t) denote the distances between the target and the receiver

measured at the initial time and at time instant t .
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Fig. 1. PBR configuration.

From Fig. 1, we can obtain the bistatic range as

r(t)=rT (t)+rR(t)=

√
r2
T0+(vt)2−2rT0vt cos(δ+

γ

2
)+

√
r2
R0+(vt)2−2rR0vt cos(δ−γ

2
). (1)

The time delay and the Doppler frequency are respectively represented as [31]

τ(t)=
r(t)− Lb

c
, (2)

fd(t) =− 1

λ

dr(t)

dt
, (3)

where c and λ represent the velocity of light and the wavelength of the transmitted signal, respectively.

Substituting (1) into (2) and (3), performing Taylor series expansion at t = 0, and neglecting the

quadratic and higher terms, we obtain [31]

τ(t) ≈ τ0+aτ t =
rT0 + rR0 − Lb

c
−

2v cos δ cos γ2
c

t, (4)

fd ≈ −
2v

λ
cos δ cos

γ

2
. (5)

Neglecting the reference channel noise, we express the baseband reference signal as sr(t) = s(t) ,

where s(t) is the transmitted DVB baseband signal. On the other hand, the baseband echo signal of the

target is expressed as [15]

se(t) = As(t− τ0 − aτ t)e−j2πfc(τ0+aτ t) = As(t− τ0 − aτ t)ej2π(fdt−fcτ0), (6)
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where A is an attenuation coefficient. Note that the aτ t term causes range migration of the target echo

signal. Generally, when the overall integration time is relatively short, the coherent integration gain

increases with the integration time. When the integration time reaches a certain extent, however, the

range migration will incur an energy loss and, therefore, must be properly compensated for to achieve

effective signal integration for target detection.

III. DESIGN OF SIGNAL PROCESSING FLOW

The proposed scheme extends the integration time to enhance the SNR. In so doing, it causes the

following three main problems:

First, the sidelobe peaks on the CAF surface of a DVB signal are folded in the frequency range

between 0 and fdmax when the proposed batch processing method is used. We have proposed different

approaches to solve this problem. For Chinese standard DVB signals, the sidelobe peaks can be eliminated

by conditioning the frame pseudorandom noise header of the reference signal [32]; while for European

standard DVB signals, we excluded the sidelobe peaks by treating the pilot carriers [33].

Second, the sidelobe peaks of clutters on the CAF surface, if unsuppressed, can mask weak targets,

degrade the detection performance, and increase the false alarm rate. The effect of clutter sidelobe peaks

can be mitigated using the clutter cancellation algorithms [4], [34].

Third, due to the long integration time used in the proposed scheme, the Doppler walk can cause a

strong effect on the integration performance. In this case, a chirp-Fourier or fractional Fourier transform

based method can be adopted to mitigate the Doppler walk [19], [21], [35].

In summary, since solutions to these problems have been well developed, we will not discuss them in

this paper.

A. CAF based on FDPC

In DVB-based PBR applications, the discrete CAF is defined as [2]

Ψ (d, q) =
L−1∑
n=0

se (n+ d) s∗r (n) e−j2πnq/L, (7)

where se(n) and sr(n) denote the sampled echo and reference signals, respectively, d and q represent the

number of time delay samples and Doppler frequency bins, and L refers to the number of integration data

samples. In addition, (·)∗ denotes complex conjugate. It is clear from (7) that the CAF can be interpreted

as the Fourier transform of the product of se(n) and s∗r (n) with different delays.
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For a long integration time and a large number of time delay samples, the computation of CAF in

(7) becomes highly complex. To reduce the computation complexity, we propose the FDPC [30] method

which proceeds as follows.

d

d

fd

d

Tdmax

fd Tint

fs

F

*

F

F -1

F

Lseg TdmaxLseg Tdmax

sr n se n

Fig. 2. Schematic diagram of the proposed CAF algorithm flow.

In the preprocessing stage, the input continuous-wave signal is divided into multiple segments, which

are treated as pulses afterwards. The details of the proposed algorithm, including the segmentation

procedure and the subsequent processing, are illustrated in Fig. 2, where F and F−1 respectively denote

the fast Fourier transform (FFT) and the inverse FFT (IFFT) operations. In the segmentation procedure,

both the reference and the echo signals are divided into Nseg segments. The length of the reference

signal in each segment is Lseg samples, whereas it is Lseg + Tdmax samples for the echo signal, and

Tdmax denotes the number of maximum time delay samples in the CAF map. As such, there is an overlap

of Tdmax samples between two adjacent echo signal segments. The FDPC is performed to every Nseg

segments. After segmentation, Tr = Lseg/fs can be considered as the pulse repetition time, where fs

represents the baseband sampling rate.
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Denote m as the number of segments corresponding to the integration time. Then, the segmented

reference signal can be written in a two-dimensional form as

s̃r(m, ñ) = [sr (ñ+ (m− 1)Lseg) ,01×Tdmax
],

m = 1, 2, . . . , Nseg, ñ = 1, 2, . . . , Lseg,
(8)

where m and ñ = n−mLseg represent the indices of the slow and fast time, respectively.

Similarly, the segmented echo signal can be expressed from (6) as

s̃e(m, ñ) = se (ñ+ (m− 1)Lseg) ,

m = 1, 2, . . . , Nseg, ñ = 1, 2, . . . , Lseg + Tdmax.
(9)

Based on the above segmentation, the FDPC corresponding to the m-th pulse is calculated as

X[m, :]Nseg×L̃seg = F−1{F∗{s̃r(m, ñ)} · F{s̃e(m, ñ)}}, (10)

where L̃seg = 2dlog2(Lseg+Tdmax)e, and de represents the operation of rounding up to the closest integer.

Denote Tint as the integration time, then, we have fsTint = LsegNseg = L. Note that, upon performing the

Fourier transform, each reference signal segment is zero-padded toward its end. Let fr denote the pulse

repetition frequency. To avoid velocity ambiguity, the maximum target Doppler must satisfy fdmax <

fr/2 = fs/(2Lseg). For phase-shift keying signals, the SNR loss of a target echo with Doppler fd induced

by the FDPC can be expressed as [36]

Loss = −20log10

∣∣∣∣∣∣
sin
(
πfdLseg
fs

)
Lseg · sin

(
πfd
fs

)
∣∣∣∣∣∣. (11)

Since πfdmax � fs , it can be simplified as

Loss = −20log10

∣∣∣∣∣∣
sin
(
πfdLseg
fs

)
πfdLseg
fs

∣∣∣∣∣∣ = −20log10

∣∣∣∣sinc

(
fdLseg
fs

)∣∣∣∣ . (12)

To ensure this SNR loss to be less than 1 dB, the largest Doppler frequency fdmax should satisfy:

Loss = −20log10

∣∣∣sinc
(
fdmaxLseg

fs

)∣∣∣ < 1dB. (13)

As such, we obtain
fdmaxLseg

fs
< 3.824 ⇒ Lseg <

fs
3.824fdmax

. (14)

After pulse compression, Doppler filtering is performed across the slow-time dimension to yield the

CAF surface. The output of the d-th range bin Doppler filtering is expressed as

Ψ[:, d]Nseg×Tdmax
= F{X[:, d]�w}, (15)

where � represents element-wise multiplication, and w is an Nseg × 1 hamming window.
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The Doppler shift resolution and the time bin width in the CAF map can be respectively obtained as ∆fd = 1/Tint = fr/Nseg = fs/(NsegLseg),

∆τ = 1/fs.
(16)

It can be readily shown that the computations involved in the block diagram amount to

#FDPC−CAF =NsegL̃seg

(
3

2
log2L̃seg + 1

)
︸ ︷︷ ︸

pulse compression

+TdmaxÑseg

(
1 +

1

2
log2Ñseg

)
︸ ︷︷ ︸

Doppler filtering

(17)

complex multiplications, where Ñseg = 2dlog2(Nseg)e .

B. Range migration compensation utilizing CZT

When the signal is segmented into pulses, the pulse period should be sufficiently short so that the

target range migration within a pulse is negligible. As such, the length of each segment satisfies [37]

Lseg
fs

vdmax < ∆R =
c

2B
⇒ Lseg <

cfs
2Bvdmax

, (18)

where ∆R , B and vdmax represent the range resolution, the bandwidth of the signal, and the maximum

radial velocity of target, respectively. From (14) and (18), we have

Lseg < min

{
fs

3.824fdmax
,

cfs
2Bvdmax

}
. (19)

Converting (9) to the frequency domain yields

Se(m, f) = ASm(f)e−j2π(f+fc)τ0e−j2π(f+fc)aτmTr , (20)

where Sm(f) is the Fourier transform of s̃r(m, ñ) . Following Fig. 2, we obtain the conjugate product

of Se(m, f) and Sr(m, f) as

Sre(m, f) = Se(m, f)Sr
∗(m, f) = A|Sm(f)|2e−j2π(f+fc)τ0e−j2π(f+fc)aτmTr . (21)

To better explain the range migration phenomenon described in (21), we draw the schematic diagram

of the phase response with respect to the frequency in Fig. 3. The first exponential term in (21) implies

the target location at the initial time, whereas the second term reflects the variation of signal phase with

the slow time. Note that, however, because of the presence of f , the phase changes differently with

respect to the slow time for different frequencies. According to Fig. 3, to guarantee in-phase stacking,

the oblique phase-frequency response line should be flattened. This can be achieved by using the KT.

In our work, the following KT is adopted to rescale the slow-time dimension [23],

m̃ =
fc + f

fc
m. (22)
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Substitute (22) into (21), we obtain

Sre(m̃, f) = A|Sm(f)|2e−j2π(f+fc)τ0e−j2πfcaτm̃Tr . (23)

Frequency

Phase

θfc

2θfc

3θfc

B/2 fs/2-fs/2 -B/2

θfH

θfL

2θfH

2θfL

3θfH

3θfL

θfH: phase shift corresponding to fc+B/2

θfL: phase shift corresponding to fc−B/2

Fig. 3. Phase response with respect to the frequency.

Therefore, the phase change rate of all frequencies is equal to that of the carrier frequency. Convert

(23) to the time domain, we can obtain

s̃re(m̃, ñ) = A · sm(ñ− τ0fs)e
−j2πfcτ0ej2πfdm̃Tr , (24)

where sm(ñ) = IFFT{|Sm(f)|2}. (24) shows that the range migration has been compensated for.

KT has been realized by various methods, such as sinc interpolation, discrete Fourier transform (DFT),

and CZT. In this paper, we use the CZT method, which requires the lowest computational complexity for

large data sets. The CZT algorithm computes the z-transform along circular or spiral contours starting

at any arbitrary point in the z-plane. Define a sequence y(n) as a column of Sre(m, f), which has N

non-zero entries, N <∞. Then, the CZT at point zk = AW−k of this sequence is defined as [22]

ỹ(k) = W k2/2
N−1∑
n=0

y(n)A−nWn2/2W−(k−n)2/2, k = 0, 1, . . . ,M − 1, (25)

where M is an integer that represents the number of points of the complex spectrum to be analyzed, and

A and W are arbitrary complex values expressed as [22] A = A0ej2πθ0 ,

W = W0ej2πϕ0 ,
(26)

with A0, W0, θ0 and ϕ0 denoting the vector radius of the initial sample z0, the extensional rate of the

spiral contour, the phase angle of z0, and the angular spacing between adjacent samples, respectively.

For the purpose of PBR range migration compensation, the main steps of CZT-based KT are summa-

rized in Table I.
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TABLE I

CZT-BASED KT

Parameters: N , M , L̃ , A0, W0, θ0, ϕ0, fc, f

N =M = Nseg , L̃ = 2dlog2(N+M−1)e , A0 =W0 = 1, θ0 = 0, ϕ0 = (fc + f)/(fcM)

CZT: Define g(n) =

{
y(n)Wn2/2, 0 ≤ n ≤M − 1,

0, M ≤ n ≤ L̃− 1,

and h(n) =

{
W−n2/2, 0 ≤ n ≤M − 1,

W−(L̃−n)
2
/2, M ≤ n ≤ L̃− 1,

then ỹ(k) = F−1{F{g(n)} · F{h(n)}}W k2/2, k = 0, 1, . . . ,M − 1.

C. Efficient coherent integration processor with range migration compensation

To facilitate efficient implementation on a GPU platform, the computational complexity of the coherent

integration processor is further lowered by down-sampling and algorithm pruning. As shown in (14), to

reduce the SNR loss, the sampling frequency in the slow time is higher than fdmax . To avoid redundant

computations when directly performing FFT with respect to the slow time, we pass the signal through

a low-pass filter (LPF) and decimate it prior to performing KT to a lower sampling rate, so that the

computation complexity is reduced as the unambiguous Doppler frequency range becomes smaller. On

the other hand, as described in Table I, the last step of CZT-based KT is an IFFT operation with respect to

the slow time, while an FFT operation along the same slow-time dimension is performed in the following

Doppler filtering stage. As a result, this FFT/IFFT pair can be pruned. Fig. 4 shows the updated algorithm

flowchart.

The computation of the proposed FDPC-CZT-based CAF in Fig. 4 involves a total number of

#FDPC−CZT =NsegL̃seg
(
log2L̃seg + 1

)
︸ ︷︷ ︸

pulse compression

+
L̃seg

D̃

{
Nseg(NL + 4) + L̃(1 +

3

2
log2L̃)

}
︸ ︷︷ ︸

CZT

+
Nseg

2D̃
L̃seglog2L̃seg︸ ︷︷ ︸

IFFT

(27)

complex multiplications, where D̃ and NL denote the decimation ratio and the order of the LPF,

respectively.
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Fig. 4. Modified signal processing flow of the coherent integration processor. (a) The algorithm flow chart. (b) Prune the
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IV. HARDWARE IMPLEMENTATION

A. Efficient CZT implementation with storage of decimated rotation coefficient

When performing CZT with respect to the slow time, extensive computation of the rotation coeffi-

cients Wn2/2 and W−(k−n)2/2 is required in each column, thereby necessitating considerable computing

resources. As these rotation coefficients are determined once the numbers of segments and delay bins

are selected, we can store the coefficients as a lookup table for later use. Toward this end, however,

a large storage space is needed. For instance, if fs =10 MHz, Tint =1.0 s, Nseg =2500, Lseg =4000,

M = N = Nseg/2 =1250, Tdmax =4000, the number of samples in the fast-time frequency domain is

L̃seg = 8192, and L̃ in TABLE II is 4096. With a 1/2 decimation, the coefficients require a storage

space of approximately 416 MB. This result assumes that each point occupies a storage space of 8 B and

includes a storage space of 80 MB for coefficients Wn2/2 of N × L̃seg =10 million points, 256 MB for

coefficients h(n) of L̃× L̃seg =32 million points, and 80 MB for coefficients W k2/2 of N × L̃seg =10

million points.

On the other hand, the adopted graphics card GTX460 only has a display memory of 1 GB, of

which 700 MB is available for use because some of the memory is preserved for the display processing.

Therefore, the memory required for the entire computing process and the rotation coefficient storage

makes the problem impractical. In addition, because the difference between the corresponding rotation

coefficients employed by the adjacent columns in the slow-time dimension is negligible, we can decimate

the coefficients to reduce the required storage space, i.e., several adjacent columns share the same rotation

coefficient in the proposed design. The SNR loss induced by different decimation ratios is plotted in Fig.

5(a). It can be observed that, when the decimation ratio is less than 100, the performance degradation due

to the decimation is negligible, and when the decimation ratio exceeds 100, the SNR degrades sharply.

Thus, a decimation ratio of 100 is chosen in our work.

B. Compute unified device architecture programming

Due to the inherent data-parallelism of a coherent integration processing, it is suitable to exploit the

compute unified device architecture (CUDA) GPU realization. In a CUDA paradigm, the CPU is regarded

as a HOST, which is in charge of logical tasks and sequential computing, whereas the GPU is regarded

as a DEVICE, which is responsible for the massive computationally intensive parallel operations. During

the execution of a CUDA program, the HOST code mainly deals with system startup, allocation of the

random access memory (RAM) and display memory, data transmission, call of DEVICE kernel function,

and release of the memories. On the other hand, the DEVICE code mainly handles data processing.
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Fig. 5. Proposed hardware architecture. (a) SNR loss induced by CZT rotation coefficient decimation. (b) Flow diagram of the

proposed architecture.

The main steps of the CPU+GPU implementation of the proposed algorithm are listed as follows.
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Step 1: Initialize the CPU program. This step includes the allocation of the RAM and display memory

for the input signal and calculation result.

Step 2: Allocate space for the parameters configured in GPU, and transfer the reference and echo

signals in the CPU RAM to the display memory.

Step 3: Segment the reference and echo signals in display memory, and perform FFT in the fast-time

dimension.

Step 4: Calculate the conjugate multiplications with the programmed kernel functions, and proper Grid

and Block numbers can be chose to optimize this step.

Step 5: In the slow-time dimension, multiply the outcome of the Step 4 by low pass filter coefficients

and then perform decimation. Other kernel functions are employed to achieve parallel computing.

Step 6: Multiply the outcome of the Step 5 by the window filter coefficients in the slow-time dimension

with the programmed kernel function of parallel vector multiplication.

Step 7: Perform CZT with respect to the slow time by using the stored rotation coefficients.

Step 8: Perform IFFT with respect to the fast time by using the cuFFT (the NVIDIA R© CUDA FFT

product, see [38]) library in parallel.

Step 9: Transfer the final result from the GPU display memory to the CPU RAM, and release the

storage space.

A flow diagram of the above steps is illustrated in Fig. 5(b).

V. EXPERIMENTS AND ANALYSIS

In this section, the processing results using real data are presented to examine the performance of the

proposed algorithm. In our experiment, signals of the Channel 33, a high-definition channel hosted by the

China Central Television (CCTV), were employed. The signals adopt the Digital Multimedia Broadcast-

Terrestrial/Handheld format, which is supported by the Chinese mandatory standard GB20600-2006 [39].

The key parameters are listed in Table II.

TABLE II

PARAMETERS OF TRANSMITTED SIGNAL USED IN THE EXPERIMENT

Carrier number Carrier frequency Polarization Bandwidth Transmitted power

1 674 MHz horizontal 7.56 MHz 3 kW

The scene of data collection is shown in Fig. 6. The reference antenna was steered towards the CCTV

Tower (approximately 23.8 km Northeast of Liangxiang Campus, Beijing Institute of Technology) whereas
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the surveillance antenna was pointed approximately toward Southeast. The reference antenna is a Yagi

antenna whose gain is about 13 dB, and the surveillance antenna is a 48-element planar array whose

combined antenna and array gain is about 20 dB. These antennas are installed on the roof of the Library

building. Several departure and arrival routes for the Beijing Capital Airport are contained within the

surveillance antenna pattern. The experiment environment is shown in Table III.

Liangxiang

Campus, BIT

(Rx)

CCTV Tower

(Tx)

Nanyuan

Airport

Beijing Capital 

International

Airport

REF

antenna

beam

SURV

antenna

beam

Fig. 6. Experimental geometry.

TABLE III

EXPERIMENT ENVIRONMENT

Hardware environment

GPU model GTX460

Display memory 1.0 GB

Bus interface PCIE-x16

CPU model Intel(R) Core(TM) 2 Duo E8400

CPU RAM 2.0 GB

Software environment

Operation system Window 7 32 bit

CPU compiling environment VS2008

GPU compiling environment CUDA 5.0

Compiler Nvcc, gcc

Matlab version R2012a
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Fig. 7. Runtime statistics. (a) Runtime of each module with different decimation ratio of the CZT rotation coefficients. (b)

The trend of runtime vs. the decimation ratio of CZT rotation coefficient. (c) Runtime comparison between CPU and GPU

implement.
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The runtime statistics is plotted in Fig. 7. In the experiment process, the baseband sampling rate is 10

MHz, and the integration time is 1.0 s. In addition, the number of segments is 2500, and there are 4000

range bins. It is clear from Fig. 7(a) that the alteration of the CZT coefficient decimation ratio mainly

affects the runtime of display memory allocation plus CPU to GPU data transmission and slow-time CZT.

Fig. 7(b) shows that, as the CZT decimation ratio increases, the runtime of the two modules (depicted

by dashed line) decreases in a similar tendency as the overall runtime. This is explained by the fact

that, when the CZT decimation ratio is small, a large amount of stored CZT coefficients will consume a

considerable time resource to perform the transferring and accessing operations. Based on a compromise

between the SNR loss and the computational complexity, we select the CZT coefficient decimation ratio

to be 100. The procedure is further optimized by choosing a suitable dimension of the thread blocks and

grids, and utilizing measures such as shared memory and host memory page locking [40]. The execution

time is illustrated with respect to the integration time in Fig. 7(c). It is observed that, when integration

time reaches 1.0 s, the execution time of the GPU is 713 ms, which increases the execution speed by a

factor of 13 as compared to the CPU execution.

The real data experiment results using GPU program and MATLAB code are demonstrated in Fig. 8,

where the target SNRs in Figs. 8(a)–8(d) are 17.42 dB, 21.20 dB, 21.17 dB and 21.16 dB, respectively.

From Figs. 8(a) and 8(b), we can see that the proposed algorithm achieves a SNR gain of 3.78 dB

compared to the conventional method. In addition, by comparing the results of Figs. 8(c) and 8(d), we

can draw a conclusion that the GPU implementation has almost the same precision as the MATLAB

simulation with CPU and, when the CZT coefficient decimation ratio is not large than 100, it has a little

impact on the outcomes.

A comparison of the computational complexity between the proposed approach and the previous

algorithms described in [15] is shown in Fig. 8(e). The corresponding simulation parameters are listed in

Table IV, where D denotes the decimation rate of the zoom FFT. It is evident that the proposed algorithm

significantly reduces the required computation complexity.

TABLE IV

SIMULATION PARAMETERS

fs Tdmax D Lseg D̃ NL

10 MHz 5000 2000 2000 2 19
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Fig. 8. Real data experiment results. (a) CAF using the conventional algorithm without applying KT. (b) CAF using the proposed

algorithm with no coefficient decimation. (c) GPU implementation of the proposed algorithm with no coefficient decimation. (d)

GPU implementation of the proposed algorithm with the coefficient decimation ratio to be 100. (e) Comparison of computational

complexity.

VI. CONCLUSIONS

We have considered the design of a coherent integration processor for a digital video broadcast-

based passive bistatic radar (PBR). A long integration time results in two serious issues from a real-time

implementation perspective, namely, a high runtime of coherent processing and a low integration gain due

to the range walk through several range bins. In order to solve these problems, a fast coherent integration

algorithm in the presence of range migration was proposed, by combining the frequency-domain pulse

compression (FDPC) and decimated Keystone transform (KT) based on the chirp z-transform. The FDPC

is capable of significantly reducing the computation of cross ambiguity function, which is the most

exhausting module in the entire PBR signal processing, while the proposed simplified KT can satisfactorily

compensate the range migration without alarmingly increasing the computational load. The efficient real-

time GPU implementation of the proposed scheme was presented, which uses decimated coefficients to

reduce the required storage space and, thus, further reduces the overall computation time. The effectiveness

and validity of the proposed design has been verified through real data experiments.
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