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ABSTRACT  

In this paper, we consider moving target localization in urban environments using a multiplicity of dual-frequency 

radars. Dual-frequency radars offer the benefit of reduced complexity and fast computation time, thereby permitting real-

time indoor target localization and tracking. The multiple radar units are deployed in a distributed system configuration, 

which provides robustness against target obscuration. We develop the dual-frequency signal model for the distributed 

radar system under phase errors and employ a joint sparse scene reconstruction and phase error correction technique to 

provide accurate target location and velocity estimates. Simulation results are provided that validate the performance of 

the proposed scheme under both full and reduced data volumes.   
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1. INTRODUCTION 

Detection and localization of moving targets are highly desirable in urban sensing applications, such as surveillance and 

reconnaissance, searching for survivors in natural disasters, and hostage rescue missions.
1
 The recent trend in ground-

based urban radar system technology is the use of distributed configurations of man-portable radar units, which provide 

an effective and flexible alternative to vehicle-mounted large-aperture systems for localizing moving targets in urban 

environments. The individual radar units can be either wideband radars, such as linear frequency modulated or pulse-

Doppler radars
2
, or dual-frequency radars.

3,4
 In particular, dual-frequency technology provides a viable solution to 

address the operational constraints on cost and system complexity for moving target localization in urban sensing 

applications.
5-7

 

In this paper, we consider a network of dual-frequency radars for moving target localization and velocity estimation in 

urban environments using sparsity-based techniques. The radar units are deployed in a distributed configuration around a 

sparse scene of a few moving targets. This allows the radar units to view the targets from different aspect angles. The 

Doppler velocity diversity provided by the distributed configuration enables estimation of the horizontal and vertical 

target velocity components. The baseband returns measured at each radar unit are communicated to a central processing 

station, where they are combined using sparsity-based techniques to estimate both target position and velocity.  

However, in practical operational scenarios, the radar unit locations and/or wall parameters may not be known 

accurately. Such inaccuracies typically manifest themselves as phase errors in the baseband radar measurements, which 

if unaccounted for, may lead to degraded system performance. We propose a sparsity-driven approach for joint position-

velocity estimation and phase error correction, which introduces a diagonal matrix to model the phase errors and iterates 

between sparse signal recovery and phase error estimation steps. 

The remainder of the paper is organized as follows. Section 2 describes the dual-frequency signal model under phase 

errors, while the joint position-velocity estimation and phase error correction approach is detailed in Section 3. 

Supporting simulation results are provided in Section 4, followed by concluding remarks in Section 5.  
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Figure 1: Free space scene geometry, (a) first case, (b) second case. 

2. SIGNAL MODEL  

Assume that � dual-frequency radar units, each operating at frequencies �� and ��, are distributed around the region of 

interest in the ��, �	-plane. The measurements from all radar units are communicated to a central processing station 

where they are combined to reconstruct the scene being interrogated. Since the targets’ aspect angles may vary widely 

across the radar units in the distributed configurations, only a noncoherent combination of the measurements from the �   

radar units is possible. Below, we first describe the signal model for a single dual-frequency radar unit and then extend it 

to multiple radar units. 

2.1 Single Radar Unit 

Let the 
th radar unit location be given by the position vector ��  ��� , ��	. Assume that a single target is present at 

initial position ��  ���, ��	, moving with uniform velocity �	in the direction �, as shown in Fig. 1. Let ��  � cos��	 

and ��  � sin��	 denote the horizontal and vertical target velocity components, respectively. The target is assumed to 

be undergoing linear motion, with the range-to-motion given by  

����	  ��� � ����, (1) 

where ��� is the initial target range and is given by 

���  ���� � ��	� � ��� � ��	�, (2) 

and ��� is the target radial velocity and is expressed as 

���  � cos���	 (3) 

In (3), �� is the angle between the direction of target motion and the radar line-of-sight (LOS) (see Fig. 1), given by ��  �� � � (4) 

where �� is the angle between the radar LOS and the �-axis. For the case depicted in Fig .1(a), ��is given by 

��  	 tan"� #�� � ���� � ��$, (5) 

whereas that corresponding to Fig. 1(b) is expressed as 



 

 
 

 

��  % �	tan"� #�� � ���� � ��$. (6) 

The baseband radar return, corresponding to the 'th frequency, is expressed as 

()���	  *� exp #�. 4%�)0 ���� � ����	 � �)�$ , '  1, 2 (7) 

where *�is the amplitude of the return, which is assumed to be frequency-independent, 0 is the speed of propagation in 

free-space, and �)� 	is the  phase error corresponding to the 'th frequency at the 
th radar unit. For the case of 3 moving 

targets, the radar return is the superposition of the individual target returns, i.e., 

()���	  ∑ *5� exp 6�. 789:; <��,5� � ��,5��= � �)�>?"�5@� , '  1, 2. (8) 

 Substituting (2)-(4) in (8), we obtain 

()���	  A *5� exp B�. 4%�)0 BC<��,5 � ��=� � <��,5 � ��=�	 � ���,5 cos �5� � ��,5 sin �5�	�	D?"�
5@�

� �)�D. (9) 

Assume that the region of interest is divided into E� × E� pixels in the crossrange ��	 and downrange ��	. Likewise, the 

horizontal and vertical velocity components are sampled on a discrete grid of EG� × EG�  values. In other words, an 

image with E� × E� pixels is associated with each considered horizontal and vertical velocity pair, resulting in a four 

dimensional (4D) target space. Let H��	 denote the target state vector for the 
th radar unit. If a target exists at a specific 

point in the 4D space, the corresponding element of H��	 assumes a non-zero value; otherwise, it is zero. Sampling the 

baseband radar return ()���	 at times I�JKJ@�L"� and appending E samples at each of the two frequencies �� and ��, we 

form a 2E × 1 measurement vector M��	  corresponding to the 
th radar unit, which using (9) can be expressed in 

matrix-vector form as  M��	  N�O	P��	H��	, 
  1,2,… , � (10) 

where 

P��	 	 R<P���	=S <P���	=STS (11) 

is of dimension 2E × E�E�EG�EG� with the (U, V)th element of PW��	, '  1,2, given by  

 XPW��	YJ,Z  exp [�. 789:; BC<��,Z � ��=� � <��,Z � ��=�	 � ���,Z cos �Z� � ��,Z sin �Z�	U	D\, (12) 

N�O	  blkdiag�N�� , N��	, N)�  exp��.�)�	 b,  	
 

(13) 

and b is an E × E identity matrix. 

2.2 Multiple Radar Units 

Stacking the measurement vectors corresponding to all � radar units results in a 2�E × 1 measurement vector 

c  	 X<M��	=S ⋯ <M�e	=SYS . (14) 

Concatenating the phase error and dictionary matrices to form a composite phase error matrix N ∈ 	ℂ�eL×�eLand a 

composite dictionary matrix P	 ∈ 	ℂ�eL×eLhLiLjhLji  as 



 

 
 

 

N  blkdiag<N��	, N��	, … , N�e	=,			P  blkdiag<P��	, P��	, … , P�e	=,	 
(15) 

we obtain the linear model M  NPk (16) 

where  

H  X<H��	=S ⋯ <H�e	=SYS. (17) 

Note that the vector H exhibits a group sparse structure, since the target state vectors, H��	, 
  1,2, … ,�, describe the 

same 4D target space. That is, the vectors H��	 … , H�e	 share a common sparsity pattern.  

Note that for the case where some of the time samples at each frequency are unavailable due to intentional or 

unintentional interference and/or impulsive noise, the model in (16) can be modified by introduction of a 2�El ×2�E		�El < E	 measurement matrix n as Mo  nNPH (18) 

The measurement matrix can be of different types, as reported in Refs. [8]-[9].  

3. JOINT SCENE RECOVERY AND PHASE ERROR CORRECTION 

In this section, we focus on the full measurement model of (16). Note that the reconstruction scheme described below is 

also applicable to the reduced measurement model of (18).  

If conventional group sparse reconstruction techniques, such as simultaneous orthogonal matching pursuit (SOMP)
10

 or 

Group Lasso,
11

 are used to recover the vector H in the presence of phase errors, the resulting target position and velocity 

estimates will be biased. Instead, alternate methods involving a non-quadratic regularization for joint position-velocity 

estimation and phase error correction can be applied.
12 

More specifically, the problem can be posed as the minimization 

of the cost function 

p�k, N	  	‖M � NPk‖�� � r‖k‖�,�, (19) 

where r is the regularization parameter and ‖∙‖�,� denotes the mixed t�/t�	norm promoting group sparsity.
13

 The cost 

function in (19) is minimized jointly with respect to k and N using a block coordinate descent technique.
14

 The algorithm 

is an iterative algorithm, which cycles through steps of position-velocity estimation and phase error estimation. That is, 

each iteration involves two steps: i) The cost function is minimized with respect to the scene, and ii) The phase error is 

estimated given the scene estimate. Before moving on to the next iteration, the signal model is updated using the 

estimated phase error. This flow is outlined in Table 1, where v denotes the iteration number and  kw�x	 and Ny�x	 are the 

scene and the phase error estimates at iteration	v, respectively. Note that the phase error corrupted data M and the 

dictionary	P are known quantities. The unknowns are the scene k and the phase error N.  
 

 
Table 1. Flow of the joint optimization method. 

 

Initialize p = 0, N��	  b, and z�{	  N��	P  P 

1. kw�x|�	  argmink p<H, 	Ny�x	= 

2. Ny�x|�	  arg	minN p�kw�x|�	, �	 

3. z�x|�	 = Ny�x|�	 P 

4. If 
�kw����	"kw��	����kw��	���  is less than a predetermined threshold, stop. Otherwise, 

let v  v � 1	and	 return to step 1. 

 

 

 



 

 
 

 

4. SIMULATION RESULTS 

Consider three dual-frequency radar units located, respectively, at (-1.2 m, 3 m), (2 m, -1.2 m), and (5.1 m, 4.2 m) in the ��, �	-plane. Each radar units uses the following carrier frequencies: 990 MHz and 1 GHz, leading to an unambiguous 

range of 15 m. Two point moving targets are considered. The first target is at an initial position (3 m, 2 m) and moving 

with velocities (0 m/s, -0.3 m/s), while the second target is initially located at  (1.5 m, 1 m) and moving with velocities  

(0.5 m/s, 0 m/s). White Gaussian noise is added to the baseband radar returns corresponding to the two carrier 

frequencies at 10 dB signal-to-noise ratio (SNR). A total of 40 time samples are collected at 10 Hz sampling rate for 

each radar return. 

The region of interest is of dimensions 5 m × 5 m in crossrange and downrange and is discretized on a square grid with a 

step size of 0.1 m. The horizontal and vertical velocity components ranging between -1 m/s and 1 m/s are considered and 

sampled with a grid size of 0.1 m/s each. Fig. 2 shows the joint position-velocity estimates of the two moving targets 

with noisy data using SOMP in the absence of phase errors. Clearly, SOMP provides accurate estimates of position and 

velocity components. For the case of missing data, we randomly measure 10 samples at each of the two carrier 

frequencies, thereby retaining only 25% of the data volume. Fig. 4 depicts the joint position-velocity estimates of the two 

moving targets with noisy missing data using SOMP. Similar to the full data case, we observe that SOMP provides 

accurate estimates of position and velocity components in the absence of phase errors.  

 
Figure 2: Position-velocity estimates of two moving targets using SOMP in the absence of phase errors under full data volume. 

 

 
Figure 3: Position-velocity estimates of two moving targets using SOMP in the absence of phase errors under reduced data volume.  
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Figure 4: Position-velocity estimates of two moving targets with phase errors using SOMP under full data volume.  

 

 
 

Figure 5: Position-velocity estimates of two moving targets using the proposed method under reduced data volume.  

 

Next, we introduce phase errors in the radar measurements. The phase error at each radar unit at each carrier frequency 

is assumed to be a uniformly distributed random variable between 0 and	2%. Fig. 4 shows the estimated position and 

velocity using SOMP with full data and without accounting for the phase errors. Clearly, the estimates are inaccurate, 

with the estimated position being (1.9 m, 0.4 m) and (0.8 m, 3.6 m), and the estimated velocity being (-0.1 m/s, -0.2 m/s) 

and (0.3 m/s, 0.4 m/s). Fig. 5 depicts the position-velocity estimates using the joint optimization approach under full data 

volume. We observe that the proposed technique corrects for the phase errors and provides accurate position and 

velocity estimates of (1.5 m, 1 m) and (0.5 m/s, 0 m/s) for the first target, and (3 m, 2 m) and (0 m/s, -0.3 m/s) for the 

second target.   
 

For the case of missing samples under phase errors, we achieve data reduction by randomly selecting 10 samples out of 

the 40 available samples at each of the two carrier frequencies for each radar unit, thereby retaining 25% of the data 

volume. Fig. 6 shows the sparse reconstruction estimates of the two moving targets using SOMP without accounting for 

the phase errors. The estimates are clearly biased with the estimated positions being (4.4 m, 3.6 m), (1.7 m, 1 m), and the 

velocity estimates are (0.1 m/s, -0.4 m/s) and (0.5 m/s, 0 m/s). Fig. 7 depicts the position-velocity estimates using the 

joint optimization approach, which provides accurate position and velocity estimates of (1.5 m, 1 m), (0.5 m/s, 0 m/s) for 

the first target, and (3 m, 2 m) and (0 m/s, -0.3 m/s) for the second target. 
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Figure 6: Position-velocity estimates of two moving targets with phase errors using SOMP under reduced data volume.  

 

 

 
 

Figure 7: Position-velocity estimates of two moving targets using the proposed method under reduced data volume.  

5. CONCLUSION 

In this paper, we presented a joint sparse scene reconstruction and phase error correction technique to provide target 

position and motion parameter estimation using a distributed network of dual-frequency radars in urban sensing 

applications. The phase errors can arise due to uncertainties in radar locations and/or wall parameter ambiguities. The 

diversity provided by the distributed configuration allows not only the target to be localized in crossrange and 

downrange, but also enables estimation of the horizontal and vertical target velocity components. Supporting simulation 

results were provided, which validated the performance of the proposed approach under both full and reduced data 

volumes. 
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