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Through-the-Wall Human Motion Indication
Using Sparsity-Driven Change Detection

Fauzia Ahmad, Senior Member, IEEE, and Moeness G. Amin, Fellow, IEEE

Abstract—We consider sparsity-driven change detection (CD)
for human motion indication in through-the-wall radar imaging
and urban sensing applications. Stationary targets and clutter are
removed via CD, which converts a populated scene into a sparse
scene of a few human targets moving inside enclosed structures
and behind walls. We establish appropriate CD models for various
possible human motions, ranging from translational motions to
sudden short movements of the limbs, head, and/or torso. These
models permit scene reconstruction within the compressive sens-
ing framework. Results based on laboratory experiments show
that a sizable reduction in the data volume is achieved using the
proposed approach without a degradation in system performance.

Index Terms—Change detection (CD), compressive sensing
(CS), sparse reconstruction, through-the-wall radar.

I. INTRODUCTION

NE of the primary objectives in through-the-wall radar

imaging (TWRI) and urban sensing is the detection and
localization of human targets [1]-[7]. Humans belong to the
class of animate objects, which is characterized by motion of
the body, breathing, and heartbeat. These features make animate
objects distinguishable from inanimate objects and allow the
detection of targets of interest to proceed based on changes in
the phase of the scattered radar signals over successive probing
and data observations.

For urban sensing environments, changes in the backscat-
tered signal phase due to human motion do not necessarily
lend themselves to Doppler frequency shifts. This is because
the human motion can be abrupt and highly nonstationary,
producing a time-dependent phase whose rate of change may
fail to translate into a single Doppler shift or multi-component
sinusoids that can be captured by different Doppler filters.
Instead, the corresponding wide spectrum of human motions
becomes nonlocalizable and can span the entire radar frequency
band. In lieu of Doppler filters, time-frequency processing can
be applied to reveal the instantaneous frequency signatures
[8]-[10]. However, apart from regularized motions, such as
walking and running, time-frequency Doppler signal represen-
tations are often very complex and difficult to interpret, partic-
ularly when dealing with non-homogeneous walls. Therefore,
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the application of Doppler and micro-Doppler filters for indoor
target surveillance may not be a viable option.

Change detection (CD) can be used in lieu of Doppler
processing, wherein human detection is accomplished by sub-
traction of data frames acquired over successive probing of the
scene. CD in TWRI has been discussed in the recent literature,
both in the context of moving target indication [3], [11]-[15]
and background subtraction to detect stationary targets using
data acquired during interrogations of a scene at two different
time instants [15], [16]. Target detection in through-the-wall
radar applications is, in general, a very challenging problem,
given the level of multipath and clutter that can contaminate the
radar image and the overwhelming return from the front wall
that tends to obscure the nearby indoor targets. For stationary
target detection, CD requires availability of a reference (back-
ground) data set without the targets, which is very difficult to
obtain in practice. Target motion, on the other hand, allows easy
access to a reference data set through multiple interrogations of
the scene.

For moving targets, CD mitigates the heavy clutter that is
caused by strong reflections from exterior and interior walls
and also removes stationary objects present in the enclosed
structure, thereby rendering a densely populated scene sparse
[3], [14], [17]. As aresult, it becomes possible and more conve-
nient to exploit compression in data collections and processing.
Efficient data acquisition and processing enable achieving sit-
uational awareness in a quick and reliable manner, which is
highly desirable in TWRI and urban sensing applications. The
capability of the emerging compressive sensing (CS) tech-
niques to reconstruct a sparse signal from far fewer non-
adaptive measurements provides a new perspective for data
reduction in radar imaging without compromising the imaging
quality [18]-[21]. The application of CS for TWRI was first
reported in [22]. CS techniques can improve the efficacy of the
urban sensing operations by reducing the number of antenna
elements and/or the number of time samples or frequency steps,
depending on the choice of the transmit waveform, culminat-
ing in quick turnaround, reliable, and actionable intelligence
[22]-[24].

In this paper, we consider sparsity-based CD in imaging radar
systems, aiming at detection and localization of human targets
inside buildings, while simultaneously achieving a sizable re-
duction in the data volume. CD is first used for stationary back-
ground removal. Rather than operating on successive pulses,
CD is applied to different data frames for each range bin in
the unambiguous range. It is noted that the frames can be con-
secutive, dealing with targets exhibiting sudden short motions,
or nonconsecutive, with relatively long time difference, for the
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case in which the target changes its range gate position. Scene
reconstruction is then achieved using sparsity-driven imaging.
We focus on human targets undergoing translational motion as
well as sudden short movements of their limbs, heads, and/or
torsos. The latter is a typical situation underlying the activities
in homes, lecture halls, and auditoriums as well as other sit-
down human interactions. For each type of motion, we establish
an appropriate CD model that permits formulation of linear
modeling with sensing matrices, so as to apply CS for scene
reconstruction.

Supporting examples based on real data collected in a lab-
oratory environment, using the Radar Imaging Facility at the
Center for Advanced Communications, Villanova University,
are provided. We use an imaging system with a physical aper-
ture. Single target sparse scenes are imaged with the human
undergoing both translation and short sudden movement of
the head. For both types of human motions, it is shown that,
compared to the conventional back projection-based CD, the
sparsity-driven CD achieves substantial reduction in the data
volume without any degradation in the system performance.
The scene reconstructions obtained with the sparsity-based CD
not only accurately localize the target undergoing motion, but
are also far less cluttered than the conventional reconstructions.

The paper is organized as follows. In Section II, we describe
the signal model and CD for conventional back projection-
based scene reconstruction. We discuss the sparsity-driven CD
schemes under translational and abrupt human motions in
Sections IIT and IV, respectively, highlighting the key equa-
tions. Section V presents experimental results, comparing the
performance of back projection-based CD and sparsity-based
CD using real data of human motion behind a cement board
wall. Section VI contains the conclusions.

II. BACKPROJECTION-BASED CHANGE DETECTION

We first develop the signal model for wideband radar op-
eration with M transmitters and N receivers. A sequential
multiplexing of the transmitters with simultaneous reception at
multiple receivers is assumed. Although this signaling approach
demands more acquisition time compared to the simultaneous
transmitter operation, it is a viable option for TWRI operations.
This is because 1) more receivers than transmitters are deployed
due to the important constraint of low cost, and 2) the targets
of interest move at low velocities indoors. As a result, loss
of coherence of the target response may not be an issue.
It is important to note that the sequential transmit operation
is the salient feature of three known TWRI systems; one is
built by the Army Research Lab [3], [25], the other by the
Defense Research and Development Canada [26], and the third
by MIT Lincoln Lab [13]. With the assumption of sequential
multiplexing, a signal model can thus be developed based on
single active transmitters. We note that the timing interval for
each data frame is assumed to be a fraction of a second so that
the moving target appears stationary during each data collection
interval.

Let s(t) be the wideband base band signal used for interro-
gating the scene. For the case of a single point target, located
at x, = (xp, yp), the pulse emitted by the mth transmitter with

phase center at X, = (24, 0) is received at the nth receiver
with phase center at X,.,, = (#;.,, 0) in the form

Zmn(t) = @mn(t) + bmn(t)

Amn (t) = 0pS(t = Tpmn) €XP(—JWeTp.mn) (1

where o, is the complex reflectivity of the target, which is
assumed to be independent of frequency and aspect angle, w,
is the carrier frequency, 7, .y, is the propagation delay for the
signal to travel between the mth transmitter, the target at x,,
and the nth receiver, and b, (t) represents the contribution
of the stationary background at the nth receiver with the mth
transmitter active. For through-the-wall propagation, 7, ,,,, will
comprise the components corresponding to traveling distances
before, through, and after the wall [27], [28]. Note that the
expression in (1) does not consider the wall attenuation and
free-space path loss encountered by the radar return. In case
of two targets of equal reflectivity located at different distances
from the radar system, these losses cause the distant target to
appear weaker than the closer target in the image. The wall
attenuation and path loss can be easily accommodated in (1)
through the use of a scaling factor [20]. However, for notational
convenience, we chose to ignore these losses in the problem
formulation.

In its simplest form, CD is achieved by coherent subtraction
of the data corresponding to two data frames, which may be
consecutive or separated by one or more data frames. This
subtraction operation is performed for each range bin. CD
results in the set of difference signals, given by

Ozmn(t) = 2 (1) — 25 (8) = ali TV (8) — ali (1) @)

where L denotes the number of frames between the two time
acquisitions. The component of the radar return from the sta-
tionary background is the same over the two time intervals, and
is thus removed from the difference signal. We assume that the
clutter bandwidth is zero, and it is confined to the zero Doppler
frequency. It is noted that L = 1 represents the case when the
two acquisitions are performed over consecutive frames. Using
(1) and (2), the (m, n)-th difference signal can be expressed as

0Zmn(t) = 0ps (t — ngﬁv#)) exp (—jwchgﬁ;nl))
— O0pS (t - T;E})nn) exp (_jwcng,l'r)rm) (3)

where ngly),m and T(,wanl ) are the respective two-way propaga-

tion delays for the signal to travel between the mth transmitter,
the target, and the nth receiver, during the first and the second
data acquisitions, respectively.

In order to generate an image of the scene being interrogated,
the M N difference signals corresponding to the operation of
M transmitters and [V receivers are processed as follows. The
region of interest is divided into a finite number of grid points
in z and y, where x and y represent cross range and downrange,
respectively. The composite signal corresponding to the pixel,
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located at x, = (x4, yq,), is obtained by summing time delayed
versions of the M N difference signals

M—-1N-1

= Z Z O Zmn, (t+Tg.mn)

m=0 n=0
M-1N-1

3 (9 )l @

m=0 n=0

dz4(t) =

where 7, ., is the focusing delay applied to the (m,n)th
difference signal. It is noted that additional weighting can be
applied during the summation operations of (4) to control the
sidelobe level of the system point spread function [27], [28].
Substituting from (3) in (4) yields

M-1N-1

Z Z Op (s (t—l—Tq}mn TZEI;;;}))

m=0 n=0

024(t)

XCXP ( JwC ( Igl'y/jnl)

Tq,mn))
—S (t—{—nbm” —ng}y),m)

coxp (e ()

®)

The complex amplitude image value I(x,) for the pixel at x,
is then obtained by applying a filter, matched to s(t), to dz4(%)
and sampling the filtered data, as per the following equation:

I(xq) = 024(t) * h(t)],—g (6)

where h(t) = s*(—t) is the impulse response of the matched
filter, the superscript “*”” denotes complex conjugation, and “*”
denotes the convolution operator. The process described by
(4)—(6) is repeated for all pixels in the image to generate the
composite image of the scene. The general case of multiple
targets can be obtained by superposition of target reflections
[27], [28].

Normally, we work with discrete versions of the measured
time signals. Note that not all time samples of the difference
signal are necessary to obtain the corresponding image. Even
if some of the data samples are missing, information on the
moving targets in the field of view can still be obtained.
However, merely employing part of the signal time duration
in back projection provides an image quality that is degraded
in proportion to the number of missing data [29]. Since the
removal of stationary background converts a populated scene
into a sparse scene of moving targets, reduction in data volume
should be pursued under the CS framework.

III. SPARSITY-DRIVEN CHANGE DETECTION
UNDER TRANSLATIONAL MOTION

Consider the difference signal in (3), reproduced below for
convenience, for the case where the target is undergoing transla-
tional motion. Two nonconsecutive data frames with relatively
long time difference are used, i.e., L > 1

F(L+1)

82mn (t) = 0ps (t — T,SL,,;*,})) exp ( JWeTp mmn )

— 0pS (t TZE ,JW) exp ( JweT, 1517)7111) )

883

In this case, the target will change its range gate position during
the time elapsed between the two data acquisitions. As seen
from (7), the moving target will present itself as two targets,
one corresponding to the target position during the first time
interval, and the other corresponding to the target location
during the second data frame. It is noted that the imaged
target at the reference position corresponding to the first data
frame cannot be suppressed for the coherent CD approach,
whether employing back projection or sparsity-driven imaging.
On the other hand, the noncoherent CD approach that deals
with differences of image magnitudes corresponding to the
two data frames, allows suppression of the reference image
through a zero thresholding operation [14]. However, as the
noncoherent approach requires the scene reconstruction to be
performed prior to CD, it is not a feasible option for sparsity-
based imaging, which relies on coherent CD to render the scene
sparse. Therefore, we rewrite (7) as

2

5Zmn(t) = Z 5i5(t - Ti,mn) eXp(*jwcTi,mn) ()
1=1

with
~ _ Jop 1=1
i { —op 1=2
(L+1)
~ ) omn” =1
Tiymn — (9)
L { nglgln 7= 2.

Assume that the scene being imaged, or the target space, is
divided into a finite number of grid points in cross range
and downrange. If we sample the difference signal dz,,,(t) at
times {tk}ngol to obtain the K x 1 vector Az,,,, and form the
concatenated Q X 1 scene reflectivity vector o corresponding
to the spatial sampling grid, then using the developed signal
model in (9), we obtain the linear system of equations [20],
[22], [24]

Az = V0. (10)

The qth column of ¥,,,, consists of the received signal corre-
sponding to a target at grid point X, and the kth element of the
qth column can be written as [20]

S(tk - 7-q,mn) eXp(_ijTq7mn)
lI8q,mnll

k=0,1,....K —1,

[l:[’mn]k,q =

q=0,1,...,Q0 -1 (11)
where 7, .y, is the two-way signal traveling time from the mth
transmitter to the qth grid point and back to the nth receiver.
Note that the kth element of the vector S 1y, 1S S(tx — Tg,mn)s
which implies that the denominator in the R.H.S. of (11) is the
energy in the time signal. Therefore, each column of ¥ ,,, has
unit norm. Further note that & in (10) is a weighted indicator
vector defining the scene reflectivity, i.e., if there is a target at
the gth grid point, the value of the gth element of o should be
04; otherwise, it is zero.

The CD model described in (10) and (11) permits the
scene reconstruction within the CS framework. We measure an
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L(< K) dimensional vector of elements randomly chosen from
A2z,,,. The new measurements can be expressed as
£mn =P, Az = an‘I’mn& (12)
where ®,,,,, is an L x K measurement matrix. Several types of
measurement matrices have been reported in the literature [20],
[21], [30 and the references therein]. To name a few, a mea-
surement matrix whose elements are drawn from a Gaussian
distribution, a measurement matrix having random =41 entries
with probability of 0.5, or a random matrix whose entries can
be constructed by randomly selecting rows of a K x K identity
matrix. It was shown in [20] that the measurement matrix with
random =£1 elements requires the least amount of compressive
measurements for the same radar imaging performance and
permits a relatively straight forward data acquisition implemen-
tation. Therefore, we choose to use such a measurement matrix
in image reconstructions.
Given ¢,,,,, form=0,1,... M -1, n=0,1,...,N — 1,
we can recover o by solving the following equation:

o= argmin ||o|;, subjectto PVo ~ & (13)
o
where
T gyl T T
v = {‘I’oo Yo, .- ‘I’(M71)(N71)}
P = dlag ((1’00, @01, A @(1\471)(]\]71))
T
£= {EoTo o1 - E(TJW—l)(N—l)} (14)

A stable solution of the sparse target space reconstruction prob-
lem in (13) is guaranteed provided that the product matrix & W
satisfies the restricted isometry property (RIP), which states that
all subsets of r columns taken from ®W are, in fact, nearly
orthogonal, r being the sparsity of the signal o [20], [21], [31].
A measurement matrix ®, whose elements are independent,
identically distributed Bernoulli or Gaussian random variables,
has been shown to satisfy the RIP with matrix W resulting from
sinusoids, wavelets, Gabor functions, etc. [32]. In general, it is
computationally difficult to check this property and, therefore,
other related measures on the product matrix ®W¥, such as
mutual coherence, are often used to guarantee stable recovery
through [ -minimization [21]. Mutual coherence of the columns
of ®W¥ can be viewed as the largest off-diagonal entry of the
Gram matrix (®W)" (®W), where the columns of ®¥ have
been normalized. The matrix @ W is considered to be incoherent
if the value of the mutual coherence is small. We will address
the mutual coherence of the product matrix ¥ used in the
experimental results in Section V. We note that the problem
in (13) can be solved using convex relaxation, greedy pursuit,
or combinatorial algorithms [31], [33], [34]. In this paper,
we choose CoSaMP as the reconstruction algorithm primarily
because of its ability to handle complex arithmetic [33].
Equations (13) and (14) represent one strategy that can be
adopted for sparsity-based CD approach, wherein a reduced
number of time samples are chosen randomly for all the
transmitter-receiver pairs constituting the array apertures. The

above two equations can also be extended so that the reduction
in data measurements includes both spatial and time samples
[20], [22]. The latter strategy is not considered in this paper.

IV. SPARSITY-DRIVEN CHANGE DETECTION
UNDER SHORT SUDDEN MOVEMENT

Assume that consecutive (L = 1) data frames are employed
for CD and consider a scene comprising a human target under-
going sudden short movements of the limbs, head, and/or torso.
That is, only a small portion of the body moves but remains
within the same resolution cell. In this case, we can model the
target as a cluster of P point scatterers within the same reso-
lution cell and only a small number, say P, of these scatterers
moves during successive data acquisitions. For example, in a
round-the-table meeting, the upper part of the human body,
particularly the hands, is likely to move while the legs remain
stationary over successive observations. Using (1), the base
band received signal, corresponding to the (m, n)th transmitter-
receiver pair, for the first data frame can be expressed as

P
27(712; (t) = Z OpS (t - Té})rm) exXp (_ijng}'y)nn) + bmn(t)
p=1
(15)

where o, is the complex reflectivity of the pth point scatterer,
and T,ﬁ},),m is the two-way propagation delay for the signal to
travel between the (m, n)th transmitter-receiver pair and the pth
scatterer during the first frame. As the P scatterers are clustered
within the same resolution cell, we can rewrite (15) as

Zﬁnl%(t) = ‘77%27,5(75 — Tmn) €Xp(—jWeTmn) + bmn(t)  (16)
where T,,,, is the propagation delay from the mth transmitter to
the center of the cell and back to the nth receiver, and

P
U,(,Bl = Z Op €XP (—jwcATlg},Zm) (17)
p=1

is the net target reflectivity with Aré}r)nn = T;(;’ly)nn — Trn.-

Let the first P, scatterers represent the portion of the body
that undergoes a short movement. Then, the (m, n)th received
signal corresponding to the second data frame can be ex-
pressed as

Zr(r%T)z (t) = 0'7(7%218(15 = Tmn) eXP(—JWeTmn) + bmn(t)  (18)

with the net reflectivity 07(3% given by

07(321 = Z Op €XP (—ijATé?gm>

p=1

P
+ Z Op €XP (—jwcAng,l'r)nn) (19)
p=P1+1

P
and the set of differential delays, {ATé?gm = ng?gm — Tmn } p;v
corresponds to the new locations of the P, scatterers within
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the same resolution cell. The difference signal corresponding
to these successive data measurements is given by

0Zmn(t) = 22 (t) — 2 (t)

— “mn mn
= (U,(,%EL - 0%%) $(t — Tmn) exp(—JjweTmn)

=00mn8(t — Tmn) €Xp(—jWeTmn) (20)
where do,,,,, represents the change in reflectivity between the
consecutive acquisitions.

Again, working with a discretized version of (20) and for
the target space consisting of () grid points in cross range and
downrange, we obtain the linear system of equations
where W,,,,, is defined in (11) and o, is a weighted indicator
vector defining the change in scene reflectivity as observed at
the nth receiver with the mth transmitter active, i.e., if there is
a change in target reflectivity at the gth grid point, the value
of the ¢th element of do,,, will be o((f,gm — aé?m and zero
otherwise.

For the signal model in (21), we observe that the change in
scene reflectivity depends on the transmitter and receiver loca-
tions. As such, the aspect-independent scattering assumption is
no longer applicable, and there exists a map of the change in
scene reflectivity for each transmitter-receiver pair. To address
this issue of limited persistence in the change in target reflec-
tivity across the various transmit-receive pairs, we consider
composite image formation using sub-apertures [35]. In this
scheme, the transmit and receive arrays are divided into sub-
apertures. Assuming isotropic scattering within the angular ex-
tent of these sub-apertures, sub-images can be obtained, which
are then combined to form a single composite image of the
scene. The sub-aperture based-scene reconstruction can be per-
formed within the CS framework using the CD model of (21).

Assume the M-element transmit and the N-element re-
ceive arrays are divided into K; and K non-overlapping sub-
apertures, respectively. The choice of K7 and K5 is guided by
the local isotropy requirement, i.e., each transmit and receive
sub-aperture should correspond to a small aspect angle data
set (typically on the order of a few degrees). In the spirit of
CS, a small number of “random” measurements carry enough
information to completely represent the sparse signal do k)
which is the “image” of the scene corresponding to the kith

transmit and the koth receive sub-apertures. Thus, we measure
a random subset of L(< K) samples of the difference signal
for the ny, th antenna of the koth receive sub-aperture when the
my, th antenna of the k;th transmit sub-aperture is active. In
matrix form, the new measurements can be expressed as

(k1.k2) _ gp(k1,k2) (k1,k2) — gp(k1,k2) gy (k1ika) §o (k1 k2)
€m,k1nk2 7(1)777«1917%2 Azmklnkz 7@7”791"’@2 ‘Pmklnkz 60‘
(22)
where @%“;’jfk) is an L X K measurement matrix corre-
17772

sponding to the ny, th antenna position in the koth receive

sub-aperture and the my, th antenna in the k;th transmit
. K,k _

sub-aperture. Given &% 222 for my,=0,1,..., [M/K{]—1,

Mg, n

ng, = 0,1,...,[N/Ks] — 1, we can recover do'"¥2) by
solving the following equation:

6&(k17k2) — argmin Ha”l SubjeCt to
a

P (F1:k2) (k1 k2) z5(1’617162) (23)
where (24), shown at the bottom of the page. Once the sub-
images 56 (Faok2) corresponding to all K transmit and K
receive sub-apertures have been reconstructed, the composite
image 66 can be formed as

[06], = argmax
1,k2

(25)

(65|

q

where [667], and [66¥1%2)] denote the gth pixel of the com-
posite image and the sub-image corresponding to the k1 th trans-
mit and koth receive sub-apertures, respectively. Alternatively,
the sub-aperture image combining can be achieved using

K1 K

[5&]q = Z Z

k1=1ko=1

(26)

[5&““1”“2)](1‘ :

The expression in (25) performs a nonlinear combination
of the pixel magnitudes of the sub-images, whereas (26) forms
the composite image through a linear combination of the sub-
aperture images.

It is noted that the model and reconstruction approach pre-
sented here for short sudden movements of the human target
are also applicable to translational motion for the case when
two consecutive measurements are used for CD. In this case,
similar to short sudden movements, only a small part of the
body moves; however, unlike the short movements, the body

T
P kuke) — l(@gﬁl’kQ)) (\Ilglihkz)

P(*1k2) = diag (@5’3“’“” i) el

T T "
(k1,k2) _ (k1,k2) (kk2)\© f g(kaik2)
‘ l(g"‘) ) @) () ]

T

) (o) |
PN

(24)



886 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 51, NO. 2, FEBRUARY 2013

Amplitude

0.5 1 1.5 2 25 3 3.5 4 45 5
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Fig. 1. Wideband pulse used for imaging.

part may move into the next resolution cell. This will lead to
changes in scene reflectivity for both resolution cells.

V. EXPERIMENTAL RESULTS

A through-the-wall wideband pulsed radar system was used
for real data collection in the Radar Imaging Lab at Villanova
University. The system uses a 0.7-ns pulse, shown in Fig. 1,
for scene interrogation. The pulse is up-converted to 3 GHz
for transmission and down-converted to base band through in-
phase and quadrature demodulation on reception. The system
operational bandwidth from 1.5-4.5 GHz provides a range
resolution of 5 cm. The peak transmit power is 25 dBm.
Transmission is through a single horn antenna, model BAE-
H1479, with an operational bandwidth from 1 to 12.4 GHz,
which is mounted on a tripod. An eight-element line array
of Vivaldi elements with an inter-element spacing of 0.06 m,
is used as the receiver and is placed to the right of the transmit
antenna. The center-to-center separation between the trans-
mitter and the leftmost receive antenna is 0.28 m, as shown
in Fig. 2. A 3.65 m x 2.6 m wall segment was constructed
utilizing 1-cm-thick cement board on a 2-by-4 wood stud frame.
The transmit antenna and the receive array were at a standoff
distance of 1.19 m from the wall. The pulse repetition frequency
(PRF) is 10 MHz, providing an unambiguous range of 15 m,
which is roughly three times the length of the room being
imaged. Despite the high PREF, the system refresh rate is 100 Hz.
This is because 1) equivalent time sampling is used [36], and
2) instead of simultaneous reception, the receive array elements
are accessed sequentially through a multiplexer.

In order to illustrate the performance of the sparsity-driven
CD scheme under both translational and sudden short human
motions, two different experiments were considered. In the
first experiment, a person walked away from the wall in an
empty room (the back and the side walls were covered with
RF absorbing material) along a straight line path. The path
is located 0.5 m to the right of the center of the scene, as
shown in Fig. 2. The data collection started with the target
at position 1 and ended after the target reached position 3,

Fig. 2. Scene layout for the target undergoing translational motion.

E [
s3]
f=]
=
E
=

3 b 415
o

i2o

! -25

-1 -0.5 0 0.5 1 1.5 2
Crossrange (m)
(@)

0

E 1410
(3]
(=]
=
s
5

Z L 445
o

-1 -05 0 0.5 1 1.5 2
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(b)
Fig. 3. (a) Back projection-based CD image using the full data set.

(b) Sparsity-based CD image using 5% of the data volume, averaged over
100 trials.
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with the target pausing at each position along the trajectory
for a second. Consider the data frames corresponding to the
target at position 2 and position 3. Each frame consists of
20 pulses, which are coherently integrated to improve the
signal-to-noise ratio. The imaging region (target space) is cho-
sen to be 3 m x 3 m, centered at (0.5 m, 4 m), and divided into
61 x 61 grid points in cross range and downrange, resulting
in 3721 unknowns. The space-time response of the target space
consists of 8§ x 1536 space-time measurements. Fig. 3(a) shows
the back projection-based CD image of the scene using all
8 x 1536 data points. In this figure and all subsequent figures
in this section, we plot the image intensity with the maximum
intensity value in each image normalized to 0 dB. We observe
that, as the human changed its range gate position during the
time elapsed between the two data acquisitions, it presents itself
as two targets in the image and is correctly localized at both of
its positions.

For sparsity-based CD, only 5% of the 1536 time samples
are randomly selected at each of the eight receive antenna
locations, resulting in 8 x 77 space-time measured data. More
specifically, the 77 time samples at each receive location were
obtained as the product of the 1536 point time-domain response
with a 77 x 1536 measurement matrix, whose elements are ran-
domly chosen +1 values with a probability of 1/2. According
to CS theory, an r-sparse target space with () unknowns can be
recovered from O(rlog(Q)) measurements [37]. The human
target roughly extended 0.5 m in cross range and 0.25 m in
downrange, thereby occupying 10 x 5 grid points. Therefore,
for the data set under consideration wherein the target presents
itself as two targets after CD, the 8 x 77 measured data points
exceed this requirement of O(rlog(Q)) measurements. We
reconstructed the target space using sparsity-based CD with
5% data volume 100 times. For each trial, a different random
measurement matrix was used to generate the reduced set of
measurements, followed by sparsity-based scene reconstruc-
tion. For each of the 100 trials, we also computed the mutual
coherence of the columns of the product of the measurement
matrix @, with random +1 elemental values, and the ¥ matrix
defined in (14). The average value of the mutual coherence of
the corresponding product matrix is equal to 0.892. Fig. 3(b)
shows the sparsity-based CD result, averaged over 100 trials.
The higher the intensity of a grid point in this figure, the greater
is the number of times that grid point was populated during
the 100 reconstruction trials. We observe that, on average, the
sparsity-based CD scheme detects and localizes the target accu-
rately at both positions. Also, compared to the back projection-
based result of Fig. 3(a), the image in Fig. 3(b) is less cluttered.
The “cleaner” image is due to the fact that a sparse solution is
enforced by the /; minimization in (13).

To further verify the performance of the sparsity-driven
scheme, we computed the rate of successful reconstruction
corresponding to the 100 trials for the translation motion. An
image was regarded as a successful reconstruction if the pixel
with the highest intensity was located within the extent of the
target at the first (closer) position and if the second imaged
target was populated with at least one pixel of significant
intensity. Comparing the intensity of the two imaged targets
in the back projected image, the significant pixel intensity was
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Fig. 4. Sparsity-based CD image for one of the trials under translational
motion.

Fig. 5. Scene layout for the target undergoing sudden short movement.
selected to be within 5 dB of the highest intensity. An example
of a successful reconstruction is provided in Fig. 4. Based on
these criteria, the successful recovery rate was determined to
be 84%.

Next, we collected data from a scene, consisting of a standing
human facing the wall, located at 0.5 m cross range and at a
downrange of 3.9 m from the radar, as shown in Fig. 5. The
data was collected with the target initially looking straight at
the wall and then suddenly lifting the head to look upward. As
the person moved the head, there was also a slight movement
of the shoulders and heaving of the chest. Two data frames
of 20 pulses each, corresponding to the two head positions,
were considered. The system parameters, the dimensions of
the target space, the number of grid points, and the number
of space-time measurements employed for the back projection-
based and sparsity-based reconstructions are all the same as
those for the translational motion example. The target space
image obtained using the back projection-based CD with full
data volume (after coherent integration) is shown in Fig. 6. We
observe that the CD approach was able to detect the cumulative
change in target reflectivity due to the head movement and
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Fig. 6. Back projection based-CD image using full data volume for the target
undergoing short sudden movement.

associated slight outward and upward movement of the chest
as the target looked upward. Compared to the translational
motion image of Fig. 3(a), the sudden short movement image
is more cluttered. This is because the radar return is much
weaker in this case due to a slight motion of only a small part of
the body.

For the corresponding sparsity-based CD composite imaging
results, we used two sub-apertures, each consisting of four re-
ceive antenna elements, and employed only 5% of the total data
volume. That is, we used 77 time samples per antenna location
within each of the sub-apertures. Similar to the translational
motion example, we performed scene reconstruction 100 times,
and the averaged target space images with the sub-images com-
bined in accordance to (25) and (26) are provided in Fig. 7(a)
and (b), respectively. We observe that, on average, the two sub-
image combining approaches provide comparable performance,
and the sparsity-based CD approach successfully detects and
localizes the target undergoing short movement using much
reduced data volume. For comparison, the sparsity-based scene
reconstruction using the full receive array and 5% data volume,
averaged over 100 trials, is also provided in Fig. 8. We note
that although the non-composite image approach, on average,
detects the presence of both the head and chest movements, the
location of the highest intensity pixel is offset in downrange
by about 5 cm. Despite this issue, the average performance
of the non-composite scheme is reasonable compared to that
of the composite imaging approaches. The reason being that
the receive array is just 0.42 m in length, and the aspect
angle variation across the array elements is no more than 6°
for the considered target space. Thus, the isotropic scattering
assumption is not violated through the use of the full receive
array.

For the sudden movement case, we also computed the rate
of successful reconstruction corresponding to the 100 trials for
the sparsity-based composite image approaches. An image was
regarded as a successful reconstruction if the pixel with the
highest intensity was located within the extent of the target.

Downrange (m)

0 0.5 1
Crossrange (m)

()

Downrange (m)

1 0.5 0 0.5 1 1.5
Crossrange (m)

(b)
Fig. 7. Sparsity-based composite images with 5% data volume for the sub-

image combining approach in (a) (25), and (b) (26). The images are the averages
of 100 reconstructions.
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Fig. 8. Sparsity-based image using 5% data volume without partitioning the
receive array into sub-apertures.
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Based on this criterion, the respective successful recovery rates
for the sub-image combination schemes of (25) and (26) were
determined to be 75% and 73%.

VI. CONCLUSION

In this paper, we detected and localized moving humans
behind walls and inside enclosed structures using an approach
that combines sparsity-driven radar imaging and CD. Removal
of stationary background via CD converts populated scenes to
sparse scenes, whereby CS schemes can exploit full benefits
of sparsity-driven imaging. Both translational motion and short
sudden movements of the head, limbs, and/or torso were con-
sidered and appropriate CD models were developed for both
motion types that allowed scene reconstruction within the CS
framework. Examples of a human target undergoing translation
motion and slight movement of the head behind a cement
board wall were used to validate the developed models and
to evaluate the performance of the proposed sparsity-driven
CD scheme. Using pulsed radar operation, it was demon-
strated that a sizable reduction in the data volume is achieved
by the proposed approach without degradation in system
performance.

It is noted that the work presented here only considered
the sparsity of the target space and did not make any further
assumptions about the support of the sparse solution during
the reconstruction process. As the humans are extended targets,
they appear as clusters in the through-the-wall images. As such,
the corresponding sparse solution support has an underlying
block structure [38], [39]. Future efforts will focus on exploit-
ing this structured sparsity to further reduce the number of
compressive measurements required for stable recovery.
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